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Abstract—This paper proposes a paralleled particle swarm 
optimization (PSO) algorithm based on MapReduce and graph 
computing mechanisms for real time Volt/Var optimization 
(VVO) application on large power distribution systems. As a 
nonlinear mixed integer programming problem, VVO is usually 
solved by artificial intelligent algorithms such as PSO. However, 
the PSO algorithm will suffer large computational burden when 
dealing with large systems. To achieve efficient solution for the 
VVO problem, the authors develop a paralleled PSO algorithm 
which can improve the computing speed dramatically. Moreover, 
this paper also proposes graph data model (GDM) for power 
distribution systems and apply graph computing to achieve fast 
power flow analysis for VVO application. The effectiveness of 
the proposed approach for VVO application has been validated 
on the IEEE 123 node test feeder considering unbalanced 
loading and line configurations. The computational efficiency of 
the proposed approach is also validated on various sizes of 
distribution systems.   

Index Terms—Volt/var optimization, paralleled PSO algorithm, 
active power distribution system, graph computing.  

I. INTRODUCTION 

VVO has drawn much attention recently as it is able to 
improve energy efficiency and improve power quality by 
reducing the losses and improving the voltage profile. VVO in 
active power distribution systems involves the control of 
multiple types of devices including: on-load tap changing 
(OLTC), voltage regulator (VR), capacitor bank (CB), and 
inverter-interfaced DGs.  

 As the VVO is essentially a complex nonlinear mixed 
integer programming problem, it is hard to solve by analytic 
methods. Nowadays, a lot of research has been conducted by 
using artificial intelligent algorithms such as ant colony 
optimization (ACO) [1], [2], genetic algorithm (GA) [3], [4], 
artificial neural networks [5], and PSO [6], [7], etc. Among 
them, PSO has achieved very promising results. However, 
artificial intelligence algorithms such as PSO will suffer large 
computational burden when dealing with large systems. For 
large power distribution system, high dimension nonlinear 
constraints of the VVO problem will result in a high 

dimension search space which will make the conventional 
PSO algorithm suffer the curse of dimensionality.  

To achieve efficient optimization algorithm for VVO, this 
paper adopts graph data model (GDM) for power distribution 
systems and apply graph computing for both power flow 
analysis and power system optimization. GDM models power 
distribution system as a computing graph and store data in 
graph database.  Thus, it is able to provide fast parallel power 
flow platforms, efficient data management approaches, and 
paralleled optimization algorithms. Graph computing is a 
game changing technology which constructs the power 
network from the viewpoint of a graph. The graph database 
also provides more efficient data management approaches by 
storing the information directly on vertices and edges. Many 
research has been conducted in the field of graph computing 
and its application in power systems [8]-[12]. However, very 
few study has applied the application of graph computing in 
power distribution system analysis and optimization. This 
paper models the power distribution network as a computing 
graph. Based on the GDM, a paralleled PSO algorithm has 
been proposed. The paralleled PSO algorithm is able to 
dramatically improve the computing speed, thus can provide 
an effective solution to the real time VVO application for 
large size distribution systems.  

      This study has made contributions in several major aspects 
by: (1) proposing a paralleled PSO approach for VVO 
application to improve the computational efficiency; (2) 
applying graph data model and graph computing in power 
flow analysis for power distribution systems; (3) applying 
graph computing for power distribution system optimization. 

II. PROBLEM FORMULATION 

A.  VVO in Active Power Distribution Systems 

In an active power distribution system the VVO includes 
the control of the OLTCs, VRs, CBs and DGs. The main 
objective of the VVO is to control the voltage in a normal 
range and reduce the system losses. Thus, the objective 
function can be formulated as: 
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where  is the active power loss,  is the base voltage, 
 is the voltage at node ,  and   are the active power 

generation and load at node ,  and  are the active 
and reactive power generation of distribution generation at 
node ,  indicates the tap position of the LOTC or VR at 
node  ,  represent the reactive power output of the CB at 
node , and  is a weight coefficient. 

B. Power Flow Formulation on Graph Computing Platform 

The formulation VVO problem requires the power flow 
analysis to provide voltage profile and active power losses for 
obtaining the objective function regarding a potential control 
strategy. Thus, it is crucial to improve the power flow analysis 
efficiency to improve the efficiency of the optimization 
algorithm for real time application of VVO. In this Section, 
we will formulate a graph data model (GDB) for the power 
distribution system to apply graph computing for power flow 
analysis. Thus, we can use parallel computing approach based 
on graph computing and GDB to improve the power flow 
analysis efficiency.  

The power distribution network can be formulated as a 
graph by mapping the components in the power distribution 
network to vertexes and edges in a graph. Accordingly, we can 
define the network as   where  is the set of vertices 
and  denotes the set of edges for shown in Fig. 1. The load 
points, voltages regulators, switches and shunt capacitors can 
be modeled as vertices while the line segments and 
transformers can be modeled as edges. Both the vertices and 
edges have a set of attributes denoted as . Thus, the 
data for power flow computing and the computed results can 
be stored in the graph database. 

 
Figure 1. Converting the distribution network into a computing graph. 

The parallel mechanism of graph computing is shown in 
Fig. 2. As shown in the figure, there are three phases in the 
graph process engine (GPE). Phase 1 is for graph partition and 
resource allocation. Then, the phase 2 adopts the hierarchical 
group synchronization (HGS) parallel computing mechanism 
in bulk synchronous parallel (BSP) [13] and achieve node 
based parallel computing. Phase 3 is for synchronization and 
result output.  

 Figure 2. The parallel mechanism of graph computing. 

As we will consider the three phase unbalanced power 
flow in power distribution system, the load and line 
configuration are unbalanced. We adopt a polynomial load 
model by considering the ZIP load as shown below: 
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where  ,  

Different load connection methods such as Wye and Delta 
connections are also considered as shown in (11) and (12). 
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The paralleled power flow method is to apply a 
MapReduce procedure on back-forward sweep algorithm. 
Specifically, Equation (9) and (10) update the voltages and 
currents in the forward sweep and equation (11) updates the 
voltages in the backward sweep [14]. 
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where  is the bus voltage matrix,  is the line 
current matrix, [a], [b], [c], [d], [A] and [B] are the 
generalized 3 by 3 matrix which models the unbalanced series 
components and they are calculated as follows: 
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where [U] is the identity matrix,  is the impedance 
matrix, and  is the admittance matrix. 

Fig. 3 shows the process of MapReduce in the three phase 
unbalanced power flow calculation of radial distribution 
network with backward forward sweep. In the backward 
forward sweep, the mapping process is to calculate the current 
node voltage and current, and the reduction process is to find 
out the father node voltage and current. Note that currents 
injecting to farther node set are calculated by aggregating 
branch currents which can be considered as Reduce phase. In 
forward sweep, node voltages are updated in a concurrent way 
as well while there is no current calculation involved in the 
sweep. We can surely predict that the computational 
performance will be better than sequential method. 
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Figure 3. The working principle of the graph computing based three-phase 

unbalanced power flow algorithm for power distribution networks. 

III. PARALLELED PSO APPROACH FOR VVO APPLICATION 

A. PSO Appraoch for Voltage/Var Optimization 

 As the objective function for the formulated VVO 
problem is a nonlinear mixed integer programming problem, 
analytical methods are not applicable. However, with artificial 

intelligent algorithm such as PSO, a near optimal solution can 
be found within a reasonable computing time. In this problem, 
the control variables including switchable shunts, controllable 
taps of voltage regulators and transformers, and output of DGs. 
PSO algorithm can easily map the continuous and integer 
variables into a search space. Specifically, the variable of each 
controllable device in the power distribution system can be 
naturally mapped into a dimension in the search space and the 
values of these variables can be viewed as coordinates in each 
dimension.  

PSO algorithm [15] originates from the observation of the 
behaviors of fish schooling and bird flocking. In PSO 
algorithm, the possible solutions of a specific problem are 
mapped into a search space and the position of a particle in the 
search space is a potential solution to the problem. In the 
optimization process, particles are flying in the search space 
and their flying trajectories are determined by their current 
positions and velocities. The problem is to find the best 
positions of those particles which minimize the objective 
function during this process. The positions and velocities of 
the particles are updated each iteration according to (18)-(20). 
The objective function is used to evaluate the fitness of each 
potential solution. If a particle brings a better solution 
compared with its past visited positons, then the position of 
this particle is viewed as a personal best positon pBest. 
Similarly, if a better solution is reached compared with the 
past visited positions of all the particles, then the global best 
position gBest is found for current iteration. The algorithm 
will keep updating the gBest positions and values during the 
iterative process until an optimal solution is found.  
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where  represent the velocity of particle  at dimension , 
 is the position of particle  in dimension ,  is the 

inertia weight,  is the iteration number, and ,  are 
weight coefficients. 

B. Paralleled PSO Appraoch based on Graph Computing 

Usually, artificial intelligence algorithms such as PSO will 
suffer large computational burden when dealing with large 
systems. For large power distribution system, high dimension 
nonlinear constraints of the VVO problem will result in a high 
dimension search space which will make the conventional 
PSO algorithm suffer the curse of dimensionality. To solve the 
problem, we will propose a paralleled PSO algorithm based on 
MapReduce mechanism and graph computing in this Section. 
Thus, the paralleled algorithm can leverage the available 
computing resources such as high performance servers or 
cloud computing to speed up the computing process.  

 MapReduce [16] uses a split-apply-combine strategy for 
assigning the work to different computing thread to achieve 
paralleled computing. The framework of the proposed 
paralleled PSO algorithm is shown in Fig. 4. As shown in the 



figure, MapReduce is applied to the PSO algorithm by 
dividing the algorithm into ‘input’, ‘splitting/mapping’, 
‘apply’, ‘reducing’, and ‘final result’ five different phases. In 
the input phase, the positons and velocities for the particles are 
initialized. Then, each particle is mapped with a computing 
node which is handled by a worker in the computing resource 
partition process. The calculation of the computing nodes can 
be paralleled by the hierarchical group synchronization 
mechanism in bulk synchronous parallel. Thus, the computing 
process for each particle is ready for parallel computing. The 
third phase is the apply phase. In this phase, the PSO 
algorithm is applied for each particle to update its positon. In 
the reducing phase, each particle will update its pBest value. 
In the final result phase, the gBest value is updated and the 
algorithm is ready for next iteration or reaches a stopping 
criterial.  

Input Splitting /Mapping Apply PSO algorithm for 
each computing node

Reducing

Worker 1

Master

Worker 2

Map 1

Map 2

Map m

Resource partition

Particle 1

Particle 2

Particle m

1
kx

1
1
kx +

kGbest

1
kPbest

1
kV

1
1
kV +

k
mx

1k
mx +

kGbest

k
mPbest

k
mV

1k
mV +

1
1
kx + 1

1
kPbest +

1
2
kx + 1

2
kPbest +

1k
mx + 1k

mPbest +

1 1
1

1 1
1

1

( ,..., ,

,..., ,

)

k k
m

k k
m

k

x x

Pbest Pbest

Gbest

+ +

+ +

+

Final Result

Initial the positions 
and velocities for 

all particles

Figure 4. The framework of the proposed paralleled PSO algorithm 

The computational procedure of the proposed paralleled 
PSO algorithm can be stated as follows: 

Step 1: Initial the position  and velocity  for each 
particle in the search space. 

Step 2: Map each particle to a computing node. 

Step 3: Calculate the fitness value of each particle according 
to the objective function (1).  

Step 4: Compare the fitness value with the current personal 
best value pBest of the particle and update pBest. 

Step 5: Compare the fitness value with the current global best 
value gBest of all the particles and update gBest. 

Step 6: Update the positions and velocities of all the particles 
according to (18)-(20) 

Step 7: Check and limit the position  and velocity   
within their maximum and minimum values.  

Step 8: If the stopping criterion is reached, then go to Step 9; 
otherwise, go to Step 3. 

Step 9: Output the optimal control strategy.  

IV. CASE STUDIES 

A. Simulation Environment 

Case studies are carried out in this Section to validate the 
effectiveness of the proposed paralleled PSO algorithm for 
VVO application and further demonstrate its efficiency in 

computing time compared with conversional PSO algorithm. 
As shown in Fig. 5, the IEEE 123 node test feeder [17] is 
adopted in this simulation for VVO study. We modify the 
IEEE 123 node test feeder by adding 3 DGs at node 36, 51 and 
72. The daily load profile is scaled from a residential load 
pattern in winter according to reference [18]. We use different 
size of the distribution system to test the computational speed 
of the proposed algorithm. The larger systems used in this 
study are obtained by combining multiple IEEE 123 node test 
feeders. The graph computing platform used in this study is 
TigerGraph v2.1 [19]. All the testing programs are 
implemented on a CentOS 6.8 server which has 2 CPUs × 6 
Cores × 2 Threads @ 2.10 GHz with 64 GB memory.  
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Figure 5. IEEE 123 node test feeder 

B. Simulation Results 

The VVO is simulated in a 24 hour time horizon. The 
performance of the proposed paralleled PSO algorithm is 
compared with a base case without VVO as shown in Fig. 6. It 
can be observed from the results in Fig. 6 that the proposed 
approach is able to drive voltage near the rated voltage level to 
improve the voltage profile. The dynamics of the tap positions 
of the voltage regulators is shown in Fig. 7. The proposed 
approach is effective in VVO application as demonstrated 
through the simulation results.  

 
Figure 6. Daily voltage profile of node 52 phase A of the test system 



 
Figure 7. Tap position of the voltage regulators in the test system 

Then, we can further investigate the computational 
efficiency of the proposed paralleled PSO approach based on 
MapReduce and graph computing. The computational time of 
the proposed paralledled PSO approach and the convensional 
PSO algorithm are tested with 4 different sizes of the test 
systems. The larger test systems are constructed with multiple 
123 node test feeder by connecting their substation buses. The 
performance of the proposed paralleled PSO approach is 
shown in Fig. 8. It can be seen that the proposed paralleled 
PSO approach is able to dramatically reduce the computating 
time and the speed improvement is more significant with the 
increase of the system size. As a conclusion, the proposed 
method is able to overcome the drawbacks of the 
computational burden introduced by artifical intelligent 
algorithms and improve the computational speed significantly. 
It provides an effective solution  for real time VVO 
application in large power distribution systems.  

 
Figure 8. The computing time comparison of the proposed paralleled PSO 
approach and conversional PSO approach with different test systems  

V. CONCLUSIONS 

This paper builds the graph data model for power 
distribution system and apply graph computing for both the 
power flow analysis and distribution grid optimization. 
Specifically, the authors propose a paralleled PSO algorithm 

for volt/var optimization in an active power distribution 
system based on MapReduce and graph computing. The 
simulation results show that the proposed approach is able to 
overcome the computational burden of the conventional PSO 
algorithm and achieve fast optimization speed for real time 
VVO application for large power distribution systems. 
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