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Abstract—Hydrogen-enriched compressed natural gas (HCNG)
has great potential for renewable energy and hydrogen utiliza-
tion. However, injecting hydrogen into the natural gas network
will change original fluid dynamics and complicate compressed
gas’s physical properties, threatening operational safety of the
electricity-HCNG-integrated energy system (E-HCNG-IES). To
resolve such problem, this paper investigates effect of HCNG on
gas network dynamics and presents an improved HCNG network
model, which embodies the influence of blending hydrogen on the
pressure drop equation and line pack equation. In addition, an
optimal dispatch model for the E-HCNG-IES, considering the
“production-storage-blending-transportation-utilization” link of
the HCNG supply chain, is also proposed. The dispatch model
is converted into a mixed-integer second-order conic program-
ming (MISOCP) problem using the second-order cone (SOC)
relaxation and piecewise linearization techniques. An iterative
algorithm is proposed based on the convex-concave procedure
and bound-tightening method to obtain a tight solution. Finally,
the proposed methodology is evaluated through two E-HCNG-
IES numerical testbeds with different hydrogen volume fractions.
Detailed operation analysis reveals that E-HCNG-IES can benefit
from economic and environmental improvement with increased
hydrogen volume fraction, despite declining energy delivery
capacity and line pack flexibility.

Index Terms—Electricity-HCNG-integrated energy system
(E-HCNG-IES), hydrogen-enriched compressed natural gas
(HCNG), improved HCNG network model, optimal dispatch.

NOMENCLATURE

A. Abbreviations

WT, wt Wind turbine.
PV, pv Photovoltaic cell.
ELZ, elz Electrolyzer.
CP, cp Compressor.
MR, mr Methanation reactor.
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HS, hs Hydrogen storage.
MZ, mz Mixing zone.
GT, gt Gas turbine.

B. Indices and Sets

Nt Index set of dispatch period t.
Ωpipe Index set of pipeline ij in HCNG network.
Ωnode Index set of node i/j in HCNG network.
Θline Index set of power line nl in power network.
Θbus Index set of bus n/l in power network.
Nw Index set of gas source node w.

C. Cost Functions

k
wt/pv/elz/cp
om Unit maintenance cost of WT/PV/ELZ/CP,

$/MWh, $/m3.
k
mr/hs/mz/gt
om Unit maintenance cost of MR/HS/MZ/GT,

$/MWh, $/m3.
kgridwheel Unit wheeling charge of public grid,

$/MWh.
kbuyNG Unit purchasing cost of natural gas, $/m3.
kbuyHCNG,t Unit purchasing cost of HCNG, $/m3.
penalcurtwt/pv Unit penalty of wind/solar power curtail-

ment.
penalCO2NG Unit penalty of CO2 emission.

D. Parameters

x Abscissa of pipeline length.
LG
i , L

E
n Gas load of node i, and electric load of bus n,

MW.
rHCNG Volumetric friction of hydrogen in HCNG.
λij Friction coefficient of pipeline ij.
Dij Diameter of pipeline ij, m.
Aij Sectional area of pipeline ij, m2.
Lij Length of pipeline ij, m.
M Gas molar mass, g/mol.
Z Compressibility factor.
R Gas constant, 8.31 (Pa·m3)/(mol·K).
pn, Tn Standard pressure and temperature, Pa, K.
T Gas temperature, K.
α Coefficients of linear regression on Z, Pa−1.
β Coefficients of linear regression on Z.
LHVH/NG/HCNG Lower heat value of hydrogen/natural

gas/HCNG, kWh/m3.
pmin/max Minimum/maximum node pressure, Pa.
q̃min/max Minimum/maximum pipeline flow rate, m3/s.
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S̃min/max Minimum/maximum pipeline line pack,
m3.

qw,min/max Minimum/maximum injection of source
node, m3/s.

Xnl Line reactance of line nl.
Fnl,max Line capacity of line nl, MW.
Pmaxgrid

Line capacity of public grid, MW.
rampmin/maxgt

Minimum/maximum ramping rate of
GT, MW/h.

ρair Air density, kg/m3.
Nwt Number of installed WT.
Rwt Radius of installed WT.
Apv Installed area of PV.
ϑpv Incidence angle of PV.
ut Wind speed at time t, m/s.
ℜt Solar radiation at time t, kWh/m2.
ηwt/pv/elz/mr Efficiency of WT/PV/ELZ/MR.
ηMPPT Efficiency of MPPT.
Capgt/elz/mr/hs Installed capacity of GT/ELZ/MR/HS,

MW.
γcp/mr Electricity consumption rate of CP/MR,

kWh/m2.
σhs Self-release rate of HS.
ηhs,ch/dis Charging/discharging efficiency of HS.
µhs,min/max Minimum/maximum storage state of HS.
γhs,ch/dis Charge/discharge rate of HS.
Vbuy,maxNG

Maximum purchasing natural gas flow
rate, m3/s.

E. Variables

ρ, v Gas density and velocity.
pi/j,t Gas pressure at node i/j, Pa.
qw,t Gas injection of source node w, m3/s.
q̃ij,t Average gas flow rate of pipeline ij, m3/s.
q
in/out
ij,t Inflow/outflow rate of pipeline ij, m3/s.
S̃ij,t Average line pack of pipeline ij, m3.
p̃ij,t Average gas pressure of pipeline ij, Pa.
Fnl,t Power flow of line nl, MW.
θn/l,t Phase angle of bus n/l.
Pgrid,t Power flow transmitted through upper grid,

MW.
Pgt/wt/pv,t Output electric power of GT/WT/PV, MW.
Pelz,t Input electric power of ELZ, MW.
V

elz/hs
NG,mr,t Natural gas flow produced from MR with

hydrogen sources from ELZ/HS, m3/s.
V

elz/hs
H,mr,t Hydrogen injected into MR from ELZ/HS,

m3/s.
V

elz/hs
H,mz,t Hydrogen injected into MZ from ELZ/HS,

m3/s.
V

ch/dis
H,hs,t Hydrogen injected into/withdrawn from HS,

m3/s.
V mix
NG/H,t Natural gas/hydrogen flow rate injected into

MZ, m3/s.
V buy
NG,t Purchasing natural gas flow rate, m3/s.

V buy
HCNG,t Purchasing HCNG flow rate, m3/s.

I. INTRODUCTION

A. Motivation

S INCE the industrial revolution, global air pollution and
climate warming caused by massive consumption of fossil

fuels have seriously threatened sustainable development of
human society [1]. To reduce carbon emissions and depen-
dence on fossil fuels in the energy field, new energy systems
represented by integrated energy system (IES) and hydrogen
energy system have attracted extensive attention in recent
years [2], [3]. Hydrogen, as fuel and raw material, has a broad
application prospect in the fields of power, heating, chem-
ical industry, and transportation [4]. Various countries have
launched evaluations of their hydrogen application prospects
and set ambitious development goals, such as Japan, the US,
the UK, Germany, France, China, and Russia [5]–[7].

The development of hydrogen depends on technical support
of multiple links such as production, transmission, storage,
and end-use [8]. However, lack of motivation for developing
hydrogen production and storage facilities and high construc-
tion cost of hydrogen pipelines restrict the popularization and
application of hydrogen [9]. Blending hydrogen with natural
gas and injecting the hydrogen-enriched compressed natural
gas (HCNG) into existing natural gas pipeline networks can
help realize cross-regional transportation and utilization of
hydrogen, which can break the dilemma of “chicken-and-egg”
and effectively promote the large-scale consumption of re-
newable energy. Since 2004, demonstration projects including
NaturalHy [10], Sustainable Ameland [11], HYREADY [12],
and Chaoyang renewable hydrogen blending [13] have been
launched successively, aiming to reveal the feasibility of
transitional development of hydrogen energy in the form of
HCNG.

To better accommodate renewable energy and achieve ef-
ficient coupling and conversion of hydrogen, electricity, and
natural gas, it is urgent to explore implementation methods of
HCNG application.

B. Literature Review

Due to the differences in physicochemical properties be-
tween hydrogen and natural gas, HCNG is bound to impact
operating conditions of natural gas infrastructure [14], [15].
Existing research on HCNG mainly focuses on modeling,
simulation, and gas flow analysis. Typically, plentiful tests
have been carried out in real scenarios and simulation analysis
with the help of SPS, pipeline studio, COMSOL multiphysics,
ANSYS fluent, and other software [16], [17]. Authors of [17]
performed a transient analysis of HCNG flow for a single
pipe and looped network, respectively. The results show that
increased hydrogen volume fraction will exacerbate pressure
oscillation. In [18], the compressibility factor of HCNG was
linearized under an isothermal steady-state, and the pressure
drop equation of pipelines was also established. The influences
of HCNG on gas flow rate, velocity, and node pressure
were tested by simulation calculation. Li et al. proposed a
computational fluid dynamics (CFD) approach to simulate and
assess the dispersion of HCNG in the hydrogen-natural gas
mixing station [19]. Obtained parameters of the flammable gas
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cloud and dangerous area could be used to conduct a prior risk
assessment and contingency planning of the mixing station.
Reference [20] compared the effects of different hydrogen
blending locations and modes on system operation status and
verified the feasibility of HCNG to accommodate renewable
energy. The effects of hydrogen blending fractions on the
combustion and pollution of various engines were extensively
investigated in [21] and [22].

Along with the urgent necessity of decarbonizing the energy
system, research on IES containing hydrogen has recently
been a research hotspot. In this paper, the electricity-HCNG-
integrated energy system (E-HCNG-IES) is defined as an
energy system that takes electricity and HCNG as core energy
carriers to meet multi-energy demands of human production
and living, as well as realize low-carbon and efficient con-
sumption of fossil energy and renewable energy [23].

Currently, research on E-HCNG-IES focuses more on tech-
nical and economic analysis but less on planning and operation
methods. Sensitivity and probability analysis were conducted
in [24] to explore the feasibility of accommodating surplus
renewable energy in China through HCNG transported by
pipeline infrastructure. In this study, the ability of the HCNG
project to reduce carbon emissions and increase revenue of
renewable power plants was quantified. In [25], the Italian gas
grid’s capacity limits for consuming green hydrogen as a large-
scale energy storage transport system were evaluated. Authors
of [26] established a multi-stage flexible planning method for
regional E-HCNG-IES considering the construction of energy
stations and hydrogen-resistant retrofit of existing natural gas
pipelines between sub-regions. A multi-period optimization
approach for the hydrogen supply chain was presented in [8],
revealing superiority of utilizing existing natural pipelines and
byproduct hydrogen to decrease the average levelized costs
of hydrogen. In IES operation optimization methods pro-
posed in [27] and [28], hydrogen blending and co-combustion
technologies were considered in the gas turbine model to
facilitate renewable electricity. Reference [29] proposed an
optimal operation method for IES incorporated with HCNG
distribution networks based on comprehensive modelling of
the hydrogen source, network, storage, and load.

Although the optimal operation approach for E-HCNG-IES
is immature, existing research experience on modeling and op-
eration optimization of integrated electricity and gas/hydrogen
systems can provide meaningful references. Authors of [30]
considered the uncertainty of renewable energy and load in
the proposed electricity-hydrogen-gas-heat IES and established
a stochastic optimal dispatching strategy based on improved
spectral clustering. Reference [31] focused on the portfolio
of hydrogen-related equipment and topology optimization of
pipeline network problems, and the interaction between re-
newable energy, battery, power-to-hydrogen (P2H), and hy-
drogen commodity demand was analyzed in detail. Integrated
demand response, power-to-gas (P2G)/P2H technology and
hydrogen storage system were considered flexible resources
of the multi-carrier energy hub proposed in [32], and a multi-
objective stochastic dispatch method was formulated to verify
economic-environmental benefits. Authors of [33] developed
a three-stage distributionally robust chance-constrained model

to jointly optimize the design and operation of IES equipped
with power to hydrogen and heat (P2HH) technology. Deep re-
inforcement learning (DRL) methodology was adopted in [34]
to solve the economic dispatch of IES considering wind
power randomness and P2H. In addition, [35] constructed a
framework called integrated energy sharing of hydrogen and
electricity, considering the coupling effect of P2G devices
and hybrid electric and hydrogen vehicles. The energy trade
between different aggregators was solved by a distributed
optimization method.

The research mentioned above reveals the significant role
of hydrogen in the future energy system, while the dispatch
approaches for E-HCNG-IES rarely consider the HCNG net-
work’s complex characteristics. It should be noted that the
general flow equation is derived from the momentum equation
based on a series of assumptions [36]. It and its simplified
forms are widely used in steady-state analysis and optimal
scheduling of natural gas networks (e.g., the Weymouth equa-
tion). For example, in [29], the volume fraction of hydrogen
in HCNG was reflected by adjusting the value of the pipeline
transmission factor in the general flow equation. However,
whether the equation is still applicable to HCNG networks
with complex gas components remains to be verified.

C. Contribution

In this context, we focus on more accurate modeling of
HCNG networks in centralized hydrogen blending mode for
low-carbon and efficient operation of E-HCNG-IES. A convex
relaxation method and an iterative algorithm are proposed for
the optimal dispatch of E-HCNG-IES. The main contributions
of this paper are summarized as follows:

1) Considering the impact of hydrogen on fluid dynamics,
we propose an improved steady-state model with a more
accurate pressure drop equation and line pack equation for
HCNG networks. Comparison with the general flow model is
carried out through two examples.

2) We establish a dispatch model for the E-HCNG-
IES, covering the “production-storage-blending-transportation-
utilization” link of the HCNG supply chain. The original
non-convex dispatch model is reformulated into an MISOCP
problem based on second-order cone (SOC) relaxation and
piecewise linearization techniques.

3) An iterative algorithm based on the convex-concave
procedure and bound-tightening method is proposed for the
dispatch model to obtain a tight solution.

4) Case studies based on a 6 bus-6 node E-HCNG-IES and
a 24 bus-20 node E-HCNG-IES are carried out to validate
the effectiveness of the proposed methodology, as well as the
impact of hydrogen injection on energy delivery capacity and
line pack flexibility of gas networks.

D. Organization

The rest of this paper is organized as follows: Section II
presents the improved HCNG network model. Section III
proposes the optimal dispatch model for the E-HCNG-IES.
The penalty function-bound tightening model and iterative
solving algorithm are presented in Section IV. Case studies
and conclusions are given in Section V and VI, respectively.
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II. AN IMPROVED MODEL OF HCNG NETWORK

In this section, the HCNG network model is reformulated by
considering the influence of gas components on fundamental
equations of gas dynamics, which is then compared with the
traditional general flow model through two examples.

A. HCNG Network Modeling

If convection and inertia terms are omitted, equation (1),
which describes the one-dimensional steady-state isothermal
gas flow, can be replaced by (2).

∂(ρv)

∂t
+

∂(ρv2)

∂x
= −∂p

∂x
− gρ sin θ − λv2

2D
ρ (1)

∂p

∂x
+

λv2

2D
ρ = 0 (2)

Most existing studies on HCNG use volume fraction to
describe the proportion of hydrogen in HCNG. Thus, (2) can
be transformed to (5) by considering the equation of state of
real gases (3) and density equation (4).

ρ =
pM

ZRT
(3)

m = ρvA = ρq (4)
dp

dx
+

λM

2DRTA2

p

Z
q̃|q̃| = 0 (5)

As for a mixture with Nm gas species, the average molec-
ular mass of gas M can be expressed by (6) [37]:

M =

Nm∑
c=1

rcMc (6)

Unlike natural gas, the compressibility factor Z of HCNG
is no longer a constant, and its value is related to the
hydrogen volume fraction rHCNG and pressure level p under
the assumption of isothermal conditions. According to [18],
when hydrogen volume fraction is less than 50%, the linear
equation (7) can express the relationship between Z and p.

Z = αp+ β (7)

where α and β are parameters related to rHCNG. The unit of
α is Pa−1 and β is dimensionless. The detailed calculation
process can be seen in [18].

Figure 1 presents the linear regression results of Z at Tem =
288.15 K and rHCNG = 20%. The grey dot represents the
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Fig. 1. Linear regression of Z (Tem = 288.15 K and rHCNG = 20%).

actual value of Z, while the purple shading is the deviation of
the approximate value from the actual value.

The values of α and β corresponding to Fig. 1 are −8.44
× 10−9 and 0.99337, respectively, and the average deviation
level is about 0.29%, which is within the acceptable range.

Based on (7), (5) can be further transformed to (8):
dp

dx
+

λM

2DRTA2

p

αp+ β
q̃|q̃| = 0 (8)

Integrate (8) between the upstream side (x = 0, p = pi) and
the downstream side (x = Lij , p = pj) of pipeline ij, and (9)
is obtained:

pi,t − pj,t +
β

α
(ln pi,t − ln pj,t) =

λMLij

2DRTA2α
q̃ij,t|q̃ij,t|,∀ij, t

(9)

where q̃ij,t = (qinij,t + qoutij,t)/2.
The logarithmic terms in (9) are piecewise linearized on

the interval [pmin, pmax]. The bilinear terms are linearized
on the interval [q̃min, q̃max] by the special ordered sets 2
(SOS2) method to compare with the general flow model in
Section II-B, while a more efficient method is adopted in
Section IV. See [38] for the specific process of piecewise
linearization and SOS2 methods.

The HCNG network must comply with nodal energy con-
servation, which is denoted by (10):

LHVHCNG

∑
w→i

qw,t +
∑
j→i

qoutij,t −
∑
j→i

qinij,t −
∑
gt→i

qgt,t


· 3600/1000 = LG

i,t, ∀i, t (10)

where LHVHCNG = rHCNGLHVH + (1 − rHCNG)LHVNG;
qw,t and qoutij,t represent gas injection from source nodes
and upstream pipelines connected to node i; qinij,t and qgt,t
represent gas flowing out of node i to its downstream pipelines
and gas turbines; LG

i,t denotes gas loads in the unit of MW;
the arrow symbol denotes the case where the index node is
connected to node i.

Gas flow rate from source nodes and pressure of each node
are constrained by their upper and lower limits, as shown in
(11) and (12):

qw,min ≤ qw,t ≤ qw,max, ∀w, t (11)
pi,min ≤ pi,t ≤ pi,max, ∀i, t (12)

Gas inertia enables pipelines to store energy, called line
pack or line bagging. Line pack is determined by physical
parameters and average pressure of the pipeline, which is
denoted by (13) and (14) [39]:

S̃ij,t =
AijLijTn

pnT

p̃ij,t
Z

, ∀ij, t (13)

S̃ij,t = S̃ij,t−1 + (qinij,t − qoutij,t)∆t, ∀ij, t (14)

where p̃ij,t = (pi,t + pj,t)/2.
When considering HCNG as the gas medium, Z in (13) can

be replaced by Z̃ = αp̃+ β, then (13) can be transformed to
(15):

αpnT

ALTn
S̃ij(pi + pj) +

2βpnT

ALTn
S̃ij = (pi + pj), ∀ij, t (15)
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In addition, the total line pack of an HCNG network should
be restored to the initial value periodically to facilitate periodic
dispatch. ∑

t∈Nt

∑
ij∈Ωpipe

S̃ij,t =
∑

ij∈Ωpipe

S̃ij,1 (16)

So far, the improved HCNG network model has been
formulated by (9)–(12), and (14)–(16).

B. Comparison with General Flow Model
In the traditional general flow equation, compressibility

factor Z is regarded as a constant, pressure drop equation is
expressed as (17), and line pack equation has been shown
in (13).(π

4

)2 D5
ijRT 2

n

λLijp2nMZT
(p2i,t − p2j,t) = q̃ij |q̃ij |, ∀ij, t (17)

where the bilinear terms in (17) will also be linearized by the
method of SOS2 [38].

To illustrate the impact of blending hydrogen with natural
gas on gas network dispatch under different pressure levels,
a 37-node gas network at 2 bar and a 6-node gas network
at 60 bar are taken as examples. Their topologies are shown
in Fig. 2. The network parameters, load data, and economic
parameters can be seen in [40].
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Fig. 2. Gas network topologies of two examples. (a) 37-node gas network.
(b) 6-node gas network.

The dispatch model using the general flow model (M0) and
the improved HCNG network model (M1) are presented in
(18) and (19), respectively. It can be seen that the optimization
objective of the two models is to minimize the daily HCNG
cost, while differences appear in their operational constraints.{

minCHCNG =
∑

t∈Nt

(
kbuyHCNG,tV

buy
HCNG,t

)
· 3600∆t

s.t. (10)–(14), (16), (17)
(18)

{
minCHCNG =

∑
t∈Nt

(
kbuyHCNG,tV

buy
HCNG,t

)
· 3600∆t

s.t. (9)–(12), (14)–(16)
(19)

After being linearized by SOS2, the dispatch models are
programmed by MATLAB R2021b and solved by YALMIP
+ Cplex (Version 12.8.0).

In the following case studies, the rHCNG value of the two
topologies shown in Fig. 2 varies from 0 to 20% with a step
of 1%. Fig. 3 shows the optimization results of the objective
function under the two models, where the grey line represents
the 2-bar scenario, and the purple line represents the 60-
bar scenario. Taking the optimization result obtained by the
improved HCNG network model as the reference value, the
deviation of the optimization result obtained by the general
flow model relative to it is obtained.
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Fig. 3. Deviation of the optimization results of the objective function.

Specifically, the average deviation in the 2-bar scenario is
about 0.008%, while that in the 60-bar scenario is around
4.81%. The latter is 601.25 times that of the former, indicating
that the impact of blending hydrogen with natural gas on the
high-pressure gas network is much greater than that on the
low-pressure gas network.

Taking the 60-bar scenario with rHCNG = 20% as an
example, Fig. 4(a) and (b) present the optimization results of
the pressure of selected nodes and HCNG flow rate of selected
pipelines under the two models. The dashed line represents the
general flow model (M0), while the solid line represents the
improved HCNG network model (M1). It can be seen that the
network operating conditions obtained by the two models are
significantly different.

In general, assuming that rHCNG is determined for an
HCNG network at high-pressure level, fluctuation of the Z
caused by pressure changes cannot be ignored. If the general
flow model is still used for HCNG network optimal dispatch
at high pressure, it will cause non-negligible deviations. Both
the improved HCNG network model and the general flow
model contain bilinear terms, and the former also introduces
logarithmic terms, which can be regarded as the price paid
for considering the impact of pressure variation on Z. A more
accurate and efficient solution method for dealing with bilinear
and logarithmic terms is given in Section IV.
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Fig. 4. Comparison of the optimization results of network operation conditions. (a) Node pressure. (b) HCNG flow rate.

III. OPTIMAL DISPATCH MODEL FOR E-HCNG-IES

This section constructs a dispatch model for the E-HCNG-
IES. As shown in Fig. 5, the “production-storage-blending-
transportation-utilization” link of the HCNG supply chain is
briefly introduced as follows.
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Fig. 5. Schematic diagram of E-HCNG-IES structure.

The centralized HCNG station gathers functions, including
renewable energy generation, hydrogen production, compres-
sion, storage, methanation, and blending. Abundant renewable
energy generation near the HCNG station, including wind and
solar power, has two destinations: one is to supply downstream
power users via the public grid, and the other is to satisfy
equipment in the HCNG station, including the electrolyzer
(ELZ), compressor (CP) and methanation reactor (MR) [41].
After being compressed by the CP, hydrogen produced by
water electrolysis can be stored in hydrogen storage (HS)
facilities, injected into the MR for conversion into synthetic
natural gas, or directly injected into the mixing zone (MZ) to
prepare HCNG [42]. When hydrogen demand peaks, hydrogen
can be withdrawn from HS to supply MR and MZ. It should be
noted that the upstream long-distance gas pipeline is still the
primary gas source of the HCNG station. The HCNG outflow
from the mixing zone is injected into the multi-energy district

and transported by the HCNG network to satisfy gas and
electric loads, including industrial, commercial and residential
users. In addition, the HCNG and electricity network in the
multi-energy district are coupled by gas-to-power units.

The centralized hydrogen blending mode in Fig. 5 can apply
to the early stage of HCNG development and promotion, sup-
porting operation of centralized HCNG demonstration projects
and utilization of HCNG in local IES.

A. Objective Function

The objective of the E-HCNG-IES dispatch is to minimize
daily operation cost, as shown in (20) to (25).

minCtot =
∑
t∈Nt

(
CNG,t + CCO2

penal,t + CRES
curt,t

+ Com,t + Cwheel,t

)
(20)

CNG,t = kbuyNG,tV
buy
NG,t · 3600∆t (21)

CCO2

penal,t = penalCO2

NG V buy
NG,t · 3600∆t (22)

CRES
curt,t =

[
penalcurtwt (P fore

wt,t − Pwt,t)

+ penalcurtpv (P fore
pv,t − Ppv,t)]∆t (23)

Com,t =
[
kgtom

∑
Pgt,t + kwt

om

∑
Pwt,t + kpvom

∑
Ppv,t

+ kelzom

∑
Pelz,t + kmr

om

∑
VNG,mr,t · 3600

+ khsom
∑

(V ch
hs,t + V dis

hs,t) · 3600

+kmz
om

∑
(V mix

NG,t + V mix
H,t ) · 3600

]
∆t (24)

Cwheel,t = kgridwheelPgrid,t∆t (25)

where CNG,t is natural gas purchasing cost from the long
transmission line; CCO2

penal,t and CRES
curt,t are penalties for car-

bon emission and renewable energy generation curtailment,
respectively; Com,t is maintenance costs of devices; Cwheel,t

is wheeling fees paid to the public grid for electricity trans-
mission from the HCNG station to the multi-energy district.

B. Constraints

Operation constraints of E-HCNG-IES include HCNG net-
work constraints, electricity network constraints, device oper-
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ation constraints, and multi-energy flow balance. Constraints
except HCNG network constraints are introduced here.
1) Electricity Network

The electricity network is modeled by DC power flow in
this paper, as shown in (26) to (28):∑

l→n

Fnl,t +
∑
gt→n

Pgt,t = LE
n,t, ∀n, t (26)

Fnl,t =
θn,t − θl,t

Xnl
, ∀nl, t (27)

−Fnl,max ≤ Fnl,t ≤ Fnl,max, ∀nl, t (28)

It should be noted that electricity transmitted from the
HCNG station to the multi-energy district must satisfy con-
straints (29):

0 ≤ Pgrid,t ≤ Pmax
grid , ∀t (29)

2) Operational Constraints of GT
According to [43], with 10% hydrogen blended into natural

gas, gas turbines’ (GTs’) CO and NO emissions can be
reduced by 60% and 14%, respectively. The GTs fueled with
HCNG are modeled by (30) to (33) [44]. Since heat load is
not considered in this paper, only electrical output of the GT
is considered in the optimal scheduling model.

Pgt,t = [3.031 · (1− rHCNG)qgt,t

+ 1.019 · rHCNGqgt,t] · 3600/1000, ∀t (30)
Qgt,t = [6.086 · (1− rHCNG)qgt,t

− 0.5331 · rHCNGqgt,t] · 3600/1000, ∀t (31)

Pmin
gt ≤ Pgt,t ≤ Capgt,∀t (32)

−rampmax
gt ·∆t ≤ Pgt,t − Pgt,t−1 ≤ rampmax

gt ·∆t, ∀t (33)

3) Renewable Energy Generation
According to [45], theoretical power output of a wind

turbine (WT) can be calculated by (34), and actual utilized
wind power is constrained by (35).

P fore
wt,t = 0.5× 10−6 × πηwtρairNwtR

2
wt(ut)

3, ∀t (34)

0 ≤ Pwt,t ≤ P fore
wt,t, ∀t (35)

Theoretical power output of photovoltaic (PV) panels is
characterized by (36), and actual utilized solar power is limited
by (37) [46].

P fore
pv,t = ℜt cos θpvηMPPTApvηpv/1000, ∀t (36)

0 ≤ Ppv,t ≤ P fore
pv,t , ∀t (37)

4) Operational Constraints of ELZ, MR, and HS
As shown in (38), compressed hydrogen from the ELZ has

three destinations: one is to enter the MZ directly, the second
is to be stored in the HS, and the third is to enter the MR to
be converted into methane [41].

ηelzPelz,t = LHVH(V elz
H,mz,t + V ch

H,hs,t + V elz
H,mr,t)

· 3600/1000, ∀t (38)

Input power of ELZ is constrained by (39):

0 ≤ Pelz,t ≤ Capelz, ∀t (39)

As shown in (40) and (41), output gas flow from MR is
produced from two hydrogen sources, namely the HS and
ELZ. Production of MR is also constrained by (42) [47].

V elz
NG,mr,t = ηmrV

elz
H,mr,tLHVH/LHVNG, ∀t (40)

V hs
NG,mr,t = ηmrV

hs
H,mr,tLHVH/LHVNG, ∀t (41)

0 ≤ γmr(V
elz
NG,mr,t + V hs

NG,mr,t) · 3600/1000 ≤ Capmr, ∀t
(42)

The HS is equipped in the HCNG station to cope with the
intermittency of wind and solar power, which is considered
pressurized storage vessels and modeled by (43) to (48) in
this paper. If geographical conditions permit, hydrogen can
also be stored in depleted oil/gas fields or salt caverns, the
model of which can be seen in [48].

Shs,1 = Shs,T = 0.5 · Caphs (43)

Shs,t = Shs,t−1(1− σhs) + (V ch
H,hs,tηhs,ch − V dis

H,hs,t/ηhs,dis)

· 3600∆t, ∀2 ≤ t ≤ Nt (44)

V dis
H,hs,t = V hs

H,mr,t + V hs
H,mz,t,∀t (45)

µhs,minCaphs ≤ Shs,t ≤ µhs,maxCaphs,

∀2 ≤ t ≤ Nt − 1 (46)

0 ≤ V ch
H,hs,t ≤ γhs,chCaphs,∀t (47)

0 ≤ V dis
H,hs,t ≤ γhs,disCaphs,∀t (48)

5) Multi-energy Flow Balance
The HCNG station also needs to meet a multi-energy

balance, and the electricity balance is modeled by (49).

Pwt,t + Ppv,t = Pgrid,t + Pelz,t(1 + γcp)

+ γmr(V
elz
NG,mr,t + V hs

NG,mr,t) · 3600/1000, ∀t (49)

The natural gas balance constraint and the purchase limit
are modeled by (50) and (51), respectively.

V elz
NG,mr,t + V hs

NG,mr,t + V buy
NG,t = V mix

NG,t, ∀t (50)

0 ≤ V buy
NG,t ≤ V buy,max

NG , ∀t (51)

Total hydrogen injected into MZ is expressed by (52):

V elz
H,mz,t + V hs

H,mz,t = V mix
H,t ,∀t (52)

Gas components in MZ should meet the hydrogen volume
fraction requirement and energy conservation law, shown in
(53) and (54).

V mix
H,t = rHCNG(V

mix
H,t + V mix

NG,t),∀t (53)

LHVHV mix
H,t + LHVNGV

mix
NG,t = LHVHCNG

∑
qw,t,∀t (54)

In conclusion, the MINCQCP model (P0) for the optimal
dispatch of E-HCNG-IES is summarized as (55):{

minCtot

s.t. (9)–(12), (14)–(16), (26)–(30), (32)–(54)
(55)

where decision variables include: output of energy production
devices, input of conversion devices, state of energy storage
devices, amount of electricity transmitted by the public grid,
amount of natural gas purchased from the upper gas source,
flow rate of HCNG injected into the multi-energy district, node
pressure, pipeline flow rate and line pack of HCNG network,
and power flow and phase angle of electricity network.
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C. Evaluation Indicators of HCNG Network Performance

According to theoretical derivation and calculation in [9],
blending of hydrogen with natural gas will weaken the pipeline
energy delivery capacity and line pack flexibility of the HCNG
network, and the weakening effect will deteriorate with the
increase of pressure level and hydrogen volume fraction.
Combined with core variables in the proposed dispatch model,
the following two indicators are defined to evaluate the perfor-
mance of the HCNG network, which supports the comparative
analysis in Section V.
1) Relative Energy Delivery Capacity

In this paper, scenarios with different rHCNG values must
meet the same gas load measured in the unit of MW, as shown
in (10). Therefore, within the same pressure fluctuation range,
the scenario with larger rHCNG needs higher gas flow rates
to meet loads of the same scale. Therefore, average energy
delivery capacity can be reflected by average gas flow rate
concept, which is defined as average value of the flow rate of
all pipelines within a dispatch cycle. To be specific, under the
same load, the larger the average gas flow rate, the weaker the
average energy delivery capacity.

Taking the average gas flow rate of S1 as the reference
value, ratios of the other scenarios to S1 are called the relative
energy delivery capacity, denoted as ΓSk in (56).

ΓSk
=

[
1− meanSk

(q̃ij,t)−meanS1
(q̃ij,t)

meanS1(q̃ij,t)

]
× 100%,

∀ij ∈ Ωpipe, ∀t ∈ Nt, ∀Sk ∈ {S2, · · · , SNk
} (56)

where “mean” refers to taking the average value; Sk denotes
the k-th sub-scenario of total Nk scenarios.
2) Relative Line Pack Flexibility

In this paper, average line pack flexibility of the HCNG
network is defined as average peak shaving capacity of
all pipelines, which is characterized by the ratio of peak-
valley difference of line pack to valley value and denoted as
LPflexi,Sk in (57).

LPflexi,Sk
= meanSk

[
maxSk

(S̃ij,t)−minSk
(S̃ij,t)

minSk
(S̃ij,t)

]
∀ij ∈ Ωpipe, ∀t ∈ Nt, ∀Sk ∈ {S1, S2, · · · , SNk

} (57)

Similar to relative energy delivery capacity concept, relative
line pack flexibility is also the comparative value concept,
denoted as ΨSk in (58).

ΨSk
=

LPflexi,Sk

LPflexi,S1

× 100%, ∀Sk ∈ {S2, · · · , SNk
} (58)

where “max” and “min” refer to taking the maximum value
and minimum value, respectively.

IV. SOLUTION ALGORITHM

This section introduces the method of converting the origi-
nal MINCQCP model to a MISOCP one.

A. Second-Order Conic Relaxation

With second-order conic (SOC) relaxation, bilinear terms
q̃ij |q̃ij | in (9), S̃ijpi and S̃ijpj in (15) are transformed to (59).

∥∥∥∥∥ S̃ + ζp

1− ζϖ1

∥∥∥∥∥
2

≤ 1 + ζϖ1,

∥∥∥∥∥ S̃ − ζp

1− ζϖ2

∥∥∥∥∥
2

≤ 1 + ζϖ2∥∥∥∥∥ 2q̃

1− ϑ

∥∥∥∥∥
2

≤ 1 + ϑ

(59)

where ϖ1, ϖ2, and ϑ are auxiliary variables; ζ is the intro-
duced parameter to ensure S̃ and ζp are close in order of
magnitude, thereby avoiding numerical problems.

To reduce the error caused by SOC relaxation, the Mc-
Cormick envelope is also introduced, as shown in (60).

ϖ ≥ S̃minp+ S̃pmin − S̃minpmin,

ϖ ≥ S̃maxp+ S̃pmax − S̃maxpmax

ϖ ≤ S̃maxp+ S̃pmin − S̃maxpmin,

ϖ ≤ S̃minp+ S̃pmax − S̃minpmax

ϑ ≤ (q̃min + q̃max)q̃ − q̃minq̃max

(60)

By adding constraints (59) and (60), the MINCQCP model
(P0) has been converted to MISOCP (P1) hereto.

B. Penalty Model

Since SOC relaxation (59) discards the non-convex con-
straint (61), the obtained solution for (P1) may be infeasible
for (P0).{

4ζϖ1 ≤ (S̃ + ζp)2, 4ζϖ2 ≤ (S̃ − ζp)2

ϑ ≤ (q̃)2
(61)

Therefore, an iterative solving algorithm is further proposed,
in which local optimal for (P0) can be obtained by considering
the penalty term in the objective function.

Taking the first non-convex constraint in (61) as an example,
it can be treated as the difference between a linear function
f(ϖ) = 4ζϖ and a convex function g(S̃, p) = (S̃ + ζp)2, as
shown in (62) [49]:

f(ϖ)− g(S̃, p) ≤ 0 (62)

Obviously, the convex function g(S̃, p) satisfies the con-
straint in (63):

g(S̃, p) ≥
[
g′
S̃
(S̃(k), p(k))(S̃ − S̃(k))

+g′p(S̃
(k), p(k))(p− p(k)) + g(S̃(k), p(k))

]
= ĝ(k)(S̃, p) (63)

where ĝ(k)(S̃, p) denotes the tangent plane of g(S̃, p) at (S̃(k),
p(k)); g′

S̃
(S̃(k), p(k)) and g′p(S̃

(k), p(k)) are partial derivatives
of g(S̃, p) to S̃ and p at (S̃(k), p(k)), respectively.

Therefore, (62) can be relaxed to (64):

f(ϖ)− ĝ(k)(S̃, p) ≤ s (64)

where s is a slack variable that can be added to the objective
function as a penalty term to reduce slack error.
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The slack form of (61) can be written as (65):

4ζϖ1 −
[
2 · (S̃(k) + ζp(k))(S̃ + ζp)− (S̃(k) + ζp(k))2

]
≤ s1

4ζϖ2 −
[
2 · (S̃(k) − ζp(k))(S̃ − ζp)− (S̃(k) − ζp(k))2

]
≤ s2

ϑ−
[
2 · q̃(k)q̃ − (q̃(k))2

]
≤ s3

s1, s2, s3 ≥ 0

(65)

So far, (P1) is modified into penalty model (P2), as shown
in (66): 

minCtot + κ(k)ssum

s.t.

(
(9)–(12), (14)–(16), (26)–(30),

(32)–(54), (59), (60), (65)

)
(66)

where κ(k) denotes the penalty coefficient of the kth iteration;
the expression of ssum is shown in (67).

ssum =
∑

Ωnode,Ωpipe

(s1 + s2) +
∑
Ωpipe

s3 (67)

Through the iterative solution, the objective function of (P2)
will converge when stopping criteria (68) and (69) are satisfied.

GAP1 = 1− C
(k)
tot + κ(k−1)s

(k)
sum

C
(k−1)
tot + κ(k−1)s

(k−1)
sum

≤ δ1 (68)

GAP2 = s(k)sum ≤ δ2 (69)

where δ1 and δ2 are the tolerance of GAP1 and GAP2.

C. Bound-tightening Method
When the segment number is fixed, the accuracy of the

piecewise linearization of the logarithmic term ln p in (9) is
influenced by the segment interval. As shown in Fig. 6, the
segment number is assumed to be 1, for the point (p∗, ln(p∗)),
the linearization accuracy in segment interval [p(1)min, p

(1)
max] is

apparently higher than that in [p
(2)
min, p

(2)
max].

approximation 1 approximation 2

(1)ln (pmax)

(2)ln (pmax)

(2)
ln (pmin)

(1)
ln (pmin)

(1)
pmax

(2)
pmax

(2)
pmin

(1)
pmin

ln(p*)

p*

ln (p)

Fig. 6. Piecewise linearization of ln p.

Given this, a bound-tightening method is adopted to improve
the linearization accuracy of logarithmic terms [50]. Bound-
tightening rules are shown in (70):{

p
(k+1)
min ← (1− ε(k))p∗

p
(k+1)
max ← (1 + ε(k))p∗

(70)

where ε(k) is the control parameter of bound-tightening, and it
is a positive constant less than 1 that monotonically decreases
with the increase of iteration number k.

The stopping criterion of bound-tightening is the maximum
deviation of the actual value of p from the approximate value,
as shown in (71):

GAP3 = max
i∈Ωnode

∣∣∣∣eln pi − pi
pi

∣∣∣∣ ≤ δ3 (71)

where δ3 is the tolerance of GAP3.

D. Algorithm Flow

Based on the above analysis, the detailed operation process
of the proposed iterative algorithm is shown in Fig. 7 [51].

First, initialize parameters related to the number of iter-
ations and tolerance value of each stopping criterion. Next,
solve the MISOCP model P1 and obtain solution (p(0), q(0),
S̃(0)) as initial input of the penalty model P2. In itera-
tively solving model P2, the algorithm will be terminated
if stopping criteria are satisfied. Otherwise, update solution
(p(k+1), q(k+1), S̃(k+1)), penalty coefficient, and piecewise
linearization boundary, and enter the next iteration.

V. CASE STUDIES

This section uses the proposed algorithm to conduct case
studies under scenarios with different hydrogen volume frac-
tions. The MISOCP problems in the following case studies are
performed on a computer with an i7-9700KF CPU and 32 GB
of memory. The programs were developed using MATLAB
R2021b and solved by YALMIP + Cplex (Version 12.8.0).

A. System Description

Since the proposed HCNG model is more prominent in gas
networks with high pressure, the 6 bus-6 node E-HCNG-IES
(gas network at a pressure level of 60 bar) shown in Fig. 5 is
selected as the test system in Case I. To compare and analyze
influence of different values of rHCNG on operation of E-
HCNG-IES, a total of 5 sub-scenarios are set up in this section.
Scenario 1 (S1) is the benchmark scenario, and rHCNG is 0.
That is, the HCNG station is not considered. From Scenario 2
(S2) to Scenario 5 (S5), rHCNG varies from 5% to 20% with a
step of 5%. It is assumed that downstream HCNG consumers
can normally use HCNG with rHCNG less than 20%. In order
to ensure comparability of these scenarios, their gas loads all
adopt energy units. In Case II, a bigger 24 bus-20 node E-
HCNG-IES (gas network at a pressure level of 80 bar) is
studied.

Configuration of test systems can be seen in [40]. Input
parameters of the iteration algorithm are set empirically: κ(0)

= 106, κmax = 2 × 106, µ = 1.05, δ1 = 10−4, δ2 = δ3 =
10−3; ε(k) = 0.974k/2.8, K = 50.

B. Case I

1) Performance of Convergence
Table I compares the computational and convergence per-

formance of S2 to S5.
In these four scenarios where hydrogen is blended with

natural gas, the proposed algorithm can converge after 3 to 5
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Start

Initialize k = 0, κ(0) > 0, {εk}kk=1, µ >

1, K, κmax, σ1, σ2, σ3, p(0)
min, p(0)

max

Solve the MISOCP model (P1) and obtain
the initial solution (p(0), q(0), S̃(0))

Build the penalty model (P2) based on
the current solution (p(k), q(k), S̃(k))

Solve the model (P2) and
get solution (p∗, q∗, S̃∗)

Calculate GAP1, GAP2, GAP3

(GAP1 ≤ σ1 or GAP2 ≤ σ2)
and GAP3 ≤ σ3

End

Update k = k + 1

Update κ(k+1) =

min{µκ(k), κmax},pk+1
min ,pk+1

max

Update p(k+1) = p∗,
qk+1 = q∗, S̃(k+1) = S̃∗

Y

N

Fig. 7. Procedure of the proposed solving algorithm.

TABLE I
CONVERGENCE PERFORMANCE OF S2 TO S5 IN CASE I

Item S2 S3 S4 S5
Number of iterations 5 4 3 5
Solver time (s) 2035.94 2501.18 855.56 2369.72

Stopping criteria
GAP1 6.62 × 10−5 5.13 × 10−5 5.17 × 10−5 5.50 × 10−5

GAP2 1.46 × 10−2 1.05 × 10−1 2.30 × 10−2 5.15 × 10−2

GAP3 3.93 × 10−4 3.73 × 10−4 4.33 × 10−4 4.01 × 10−4

TABLE II
DISPATCH RESULTS OF S1 TO S5 IN CASE I

Item S1 S2 S3 S4 S5
Total cost (×106$) 5.71 5.92 5.90 5.88 5.86
Daily cost of devices maintenance (×104$) 8.22 90.38 91.39 92.27 93.20
Daily wheeling cost (×104$) – 1.31 1.31 1.31 1.31
Daily RES curtailment cost ($) – 768.42 0 0 0
Daily natural gas cost (×106$) 5.16 4.59 4.56 4.54 4.51
Daily CO2 emission cost (×105$) 4.66 4.16 4.14 4.12 4.10
Daily CO2 emission (×103t) 19.52 17.43 17.35 17.26 17.17
Average RES consumption (%) – 99.67 100 100 100

iterations. The shortest solution time is 855.56 seconds, while
the longest solution time is 2501.18 seconds.
2) Economic Analysis

The dispatch results of the five scenarios are listed in
Table II.

Since the HCNG station is not included in S1, its daily cost
of device maintenance is only less than 10% of that of the other
four scenarios. Daily natural gas cost of S1 is 12.4% to 14.4%
higher than that of the other four scenarios for not using green
renewable energy. At the same time, S1 needs to pay more
penalty fees to the carbon trading market for consuming more

natural gas. Considering energy loss during energy conversion
processes in the HCNG station and relatively low natural gas
price, S1 still bears a lower total daily cost, which is about
96.45% of that in S2 and 97.44% of that in S5.

From S2 to S5, system economic performance gradually
improves with the increase of rHCNG. Although more hy-
drogen production means more device maintenance costs in
the HCNG station, it can benefit from declining natural gas
consumption and carbon emission. When rHCNG reaches 20%
in S5, total daily cost of the E-HCNG-IES can be reduced to
98.98% of that in S2, rHCNG of which is 5%. In addition,
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with the increase of rHCNG, the E-HCNG-IES’s ability to
consume renewable energy is also enhanced. In S2, there is a
penalty cost of $768.42 for abandoning wind and solar power,
while the E-HCNG-IES can realize 100% renewable energy
consumption when rHCNG reaches 10%.
3) Operational Analysis of HCNG Station

Taking S5 as an example, Fig. 8 illustrates operation con-
ditions of devices in the HCNG station when rHCNG is 20%.

As shown in Fig. 8(a), most wind and solar power are used
for hydrogen production, compression, and methanation. Due
to low cost and zero carbon emissions of renewable energy
generation, the HCNG station transmits constant 20 MW
power to the multi-energy district during each dispatch period,
despite wheeling fees that should be paid to the upper grid.
Fig. 8(b) indicates that most natural gas in HCNG comes from
the long-distance transmission line, and some natural gas is
produced by hydrogen from 0:00 to 9:00 and 12:00 to 17:00.
In addition, some hydrogen is withdrawn from the HS for
methanation during peak natural gas prices.

In each dispatch period, part of the hydrogen compressed by
the CP is directly injected into the MZ to form HCNG, which
can be seen in Fig. 8(c). A considerable part of the compressed
hydrogen will be used for methanation during peak natural
gas prices to reduce purchasing gas from the long-distance
transmission line. When natural gas price is low and renewable
energy generation is abundant, some hydrogen will be injected
into the HS as a reserve.

Operation status of HS is shown in Fig. 8(d). Its hydrogen
injection and withdrawal behavior is consistent with the above
analysis and shows an effective response to changes in natural
gas prices.
4) Operational Analysis of Multi-energy District

Figure 9 illustrates node pressure and pipeline gas flow rate
of the HCNG network in S5.

Pressure change of each node in the HCNG network is
shown in Fig. 9(a). Among them, pressure of source node
4 and 6 varies from 95% to 100% of the reference value,
and pressure of other nodes can be reduced to 73.05% of the
reference value during load trough. The pressure change trend
of each node is basically the same, which is related to flow rate
change trend of the pipelines in Fig. 9(b). Because flow rate of
a particular pipeline is determined by the differential pressure
between its upstream and downstream sides, as shown in (9).

Line pack change trend of the pipelines is shown in Fig. 10,
in which the yellow shadow represents total line pack of the
HCNG network, and the area covered by the gray shadow
represents periods of low natural gas prices. It can be seen
that the HCNG network will release its line pack during peak
natural gas prices and accumulate its line pack during low
natural gas prices. This behavior reflects the ability of the
HCNG network to utilize its gas inertia to respond to varying
energy prices, which is also validated in Fig. 11.

As shown in Fig. 11, total HCNG flow rate injected into the
multi-energy district is inconsistent with district load. During
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Fig. 8. Operation conditions of devices in the HCNG station in Case I-S5. (a) Electric power balance. (b) Natural gas balance. (c) Hydrogen balance.
(d) Operation state of HS.
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Fig. 9. Operation conditions of the HCNG network in Case I-S5. (a) Node pressure. (b) Pipeline flow rate.
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Fig. 10. Line pack of the HCNG network in Case I-S5.
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Fig. 11. HCNG flow rate in the HCNG network in Case I-S5.

low natural gas price period, total HCNG injection is more
than demand of the multi-energy district, and vice versa in
other periods.
5) Comparison of Energy Delivery Capacity and Line Pack
Flexibility in HCNG Network

This section quantitatively analyzes the impact of blending
hydrogen on the HCNG network from the perspective of
energy delivery capacity and line pack flexibility based on
dispatch results of Case I. The calculated results of evaluation
indicators defined in Section III-C are shown in Table III.

With the increase of hydrogen volume fraction, the energy
delivery capacity and line pack flexibility gradually decrease.

TABLE III
ENERGY DELIVERY CAPACITY AND LINE PACK FLEXIBILITY IN CASE I

Item S1 S2 S3 S4 S5
Average gas flow rate
(×104m3/h)

17.53 18.06 18.81 19.46 20.24

Relative energy delivery
capacity, ΓSk (%)

– 96.98 92.71 88.98 84.54

Average line pack
flexibility (%)

15.02 12.85 12.60 12.54 12.26

Relative line pack
flexibility, ΨSk (%)

– 85.51 83.89 83.43 81.59

Taking S5 as an example, when rHCNG reaches 20%, average
energy delivery capacity drops to 84.54% of the reference
value, and average line pack flexibility declines to 81.59%
of the reference value. Our findings are consistent with the
theoretical analysis in [9].

C. Case II

Case II is studied to illustrate the effectiveness and scalabil-
ity of the proposed method. As shown in Fig. 12, the studied
E-HCNG-IES comprises the IEEE 24-bus power system and
Belgian 20-node gas system, coupled with 10 gas turbines
in this paper. Configuration of the test systems can be seen
in [40].

Case II also studies five scenarios, and rHCNG varies from
0% to 20% with a step of 5%. Dispatch results of the five
scenarios are listed in Table IV.

TABLE IV
DISPATCH RESULTS OF S1 TO S5 IN CASE II

Item S1 S2 S3 S4 S5
Total cost (×106$) 21.41 21.76 21.67 21.57 21.47
Daily cost of devices
maintenance (×105$)

13.06 33.88 34.07 34.29 34.60

Daily wheeling cost (×104$) – 6.56 6.56 6.56 6.56
Daily RES curtailment cost ($) – 0 0 0 0
Daily natural gas cost (×106$) 18.42 16.75 16.65 16.53 16.41
Daily CO2 emission cost
(×105$)

16.94 15.55 15.48 15.41 15.33

Daily CO2 emission (×103t) 70.94 65.12 64.83 64.52 64.19
Average RES consumption (%) – 100 100 100 100

The average solver time of S2 to S5 in Case II is
14,399.76 seconds, and the four scenarios all converge after
6 to 9 iterations. It can be seen that the average solver time
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Fig. 12. Topology of E-HCNG-IES in Case II.

of Case II is 7.42 times that of Case I, and the number of
iterations is about twice that of Case I. Compared with Case
I, the network structure in Case II is more complicated, and
the coupling between the electricity and HCNG network is
stronger (2 GT units in Case I while 10 GT units in Case II),
resulting in higher computational complexity.

Although S1 is the most economical, total daily costs of S2
to S5 decrease with the increase of rHCNG for considering
renewable energy use and carbon tax. Detailed operational
analysis of the E-HCNG-IES in Case II is similar to that in
Case I and is not expanded here.

VI. CONCLUSION

Considering the impact of hydrogen blending on fundamen-
tal equations of gas dynamics, this paper proposes an improved
HCNG network model for E-HCNG-IES under centralized
hydrogen blending mode. Subsequently, a dispatch model
for E-HCNG-IES covering the “production-storage-blending-
transportation-utilization” link of the HCNG supply chain is
established. The original MINCQCP model is reformulated
into a MISOCP model by the SOC relaxation and piecewise
linearization techniques. To reduce relaxation errors and ob-
tain a feasible solution, an iterative algorithm combining the
convex-concave procedure and bound tightening method is
further proposed.

Comparison with the general flow model is first carried
out through two examples to illustrate the necessity of the
improved HCNG network model. Average deviation of the op-
timization results of the 60-bar HCNG network reaches 4.81%,
which is 601.25 times that of the 2-bar example. Comparison
results reveal the significance of considering impact of HCNG
on high-pressure gas networks.

Five sub-scenarios based on a 6 bus-6 node E-HCNG-IES
are studied in detail to validate the effectiveness of the dis-
patch model and solving algorithm. Although the benchmark

scenario still has certain economic advantages, the economic,
environmental, and renewable energy consumption advantages
of E-HCNG-IES gradually emerge with incremental hydrogen
volume fractions. Specifically, the system can achieve 100%
renewable energy consumption when hydrogen volume frac-
tion reaches 10%. When hydrogen volume fraction reaches
20%, daily operating cost can be reduced by 1.02% compared
to the 5% scenario. In addition, the influence of hydrogen
blending on energy delivery capacity and line pack flexibility
of the gas network is verified.

It should be noted that the modelling method and optimal
dispatch approach presented in this paper apply to centralized
hydrogen blending mode. Since the distributed nature of re-
newable energy makes decentralized hydrogen blending mode
possible in the future, it will be our next research topic.
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