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Abstract—Wind power plants (WPPs) are increasingly man-
dated to provide temporary frequency support to power sys-
tems during contingencies involving significant power shortages.
However, the frequency support capabilities of WPPs under
derated operations remain insufficiently investigated, highlighting
the potential for further improvement of the frequency nadir.
This paper proposes a bi-level optimized temporary frequency
support (OTFS) strategy for a WPP. The implementation of
the OTFS strategy is collaboratively accomplished by individual
wind turbine (WT) controllers and the central WPP controller.
First, to exploit the frequency support capability of WTs, the
stable operational region of WTs is expanded by developing
a novel dynamic power control approach in WT controllers.
This approach synergizes the WTs’ temporary frequency support
with the secondary frequency control of synchronous generators,
enabling WTs to release more kinetic energy without causing a
secondary frequency drop. Second, a model predictive control
strategy is developed for the WPP controller. This strategy
ensures that multiple WTs operating within the expanded
stable region are coordinated to minimize the magnitude of
the frequency drop through efficient kinetic energy utilization.
Finally, comprehensive case studies are conducted on a real-time
simulation platform to validate the effectiveness of the proposed
strategy.

Index Terms—Active power control model predictive control,
optimized temporary frequency support, wind power plant,
wind turbine.

I. INTRODUCTION

W IND energy has experienced rapid development over
the past few years, emerging as one of the most
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effective solutions for mitigating energy shortages and advanc-
ing carbon neutrality goals [1]–[3]. Integrating wind power
into power systems significantly reduces dependency on fossil
fuels. In order to facilitate wind power consumption, the max-
imum power point tracking (MPPT) control is widely adopted.
However, high share wind power with MPPT control, which
is unresponsive to frequency variations or deviations, poses
challenges to maintaining power system frequency stability
and security [4]–[6]. For example, the bipolar blocking in
Jinping-Suzhou ± 800 kV high-voltage direct current (HVDC)
transmission in China caused a frequency fall of 0.41 Hz on
19 September 2015 [7]. The blackout in Great Britain on
9 August 2019 was caused by the frequency drop resulting
from the power shortage of over 1000 MW, resulting in
approximately 1.1 million customers being without power for
about 30 minutes [8]. To enhance the frequency stability and
security of power systems, many countries have mandated
the participation of wind power plants (WPPs) in frequency
regulation [9]–[11].

Research on the frequency support strategies of WPPs can
be mainly categorized into two types: MPPT-based control
[12]–[32] and deloading-based control [33]–[37]. Overall, a
significant difference in adopting these two methods for WTs
lies in the operational regions of WTs. Under MPPT-based
control, WTs decelerate to operate on the left side of the
maximum power point (MPP) when supporting a system
frequency drop by releasing kinetic energy [20]. In contrast,
under deloading-based control, WTs are typically required to
operate in the region to the right of the MPPT curve, even
during frequency support [37].

The WPP with the MPPT control scheme can provide
temporary frequency support [18], with a temporal scale
that matches the inertial response and primary frequency
regulation of synchronous generators (SGs). There are three
categories of the MPPT-based temporary frequency support
strategy: frequency-based inertial control [12]–[16], stepwise
inertial control (SIC) [17]–[23], and optimized frequency
support [28]–[32]. Frequency-based inertial control typically
involves an additional control loop to improve the frequency
nadir (FN) based on the measured rate of change of frequency
(RoCoF) [12] or the combination of the frequency deviation
and RoCoF [13], [14]. However, the selection of appropriate
control parameters in diverse operational scenarios presents a
considerable challenge. To mitigate this challenge, the utiliza-
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tion of an adaptive inertial parameter is proposed in [15], while
[16] suggests employing model predictive control (MPC) for
tuning the droop controller gain in wind turbines (WTs).

Nevertheless, ongoing measurement of the frequency and
RoCoF will lead to a delayed response and diminished
frequency support effectiveness [17]. Accordingly, the SIC
approaches are developed to improve the frequency support
effects of WTs without frequency measurements [19], [20].
Upon the detection of a frequency event, the SIC promptly
increases the active power output of WTs and maintains this
elevated production level for a predetermined period [21]. In
pursuit of a minimized frequency drop, the MPC method is
utilized in WPPs to achieve an optimal active power value and
support duration of SIC [22]. Most research on SIC focuses
on the improvements of FN by tuning control parameters
including the magnitude of support power values and the
length of support times [17], [23]. Yet, it is important to
note that the efficacy of SIC strategies in improving FN is
inherently constrained by their fixed support patterns, which
typically adopt a square waveform or its modified variants.

Furthermore, the issue of the secondary frequency drop
(SFD) resulting from the termination of temporary frequency
support by WTs remains unresolved. Mitigating SFD typi-
cally entails either reducing the strength of frequency sup-
port or prolonging the rotor speed recovery time of WTs
[22], [24]–[27]. A diminished frequency support strength does
not optimally suppress frequency drops. At the same time,
prolonged rotor speed recovery can compromise the overall
frequency support in the event of sudden wind speed fluctua-
tions, leading to an exacerbated SFD [17].

Given the inadequacies in traditional frequency support
strategies, there has been increasing concern regarding the
need for optimized frequency support. A temporary frequency
support control strategy, enhanced by optimizing control pa-
rameters, is proposed in [28], but this approach inherently
relies on a transfer function combining primary frequency
regulation with droop control. An optimal inertial control
for the WPP employing a triangle wave trajectory of active
power support is proposed in [29]. However, such fixed-pattern
approaches to active power support fail to fully exploit the po-
tential for improving frequency regulation (FN). To overcome
the limitation of fixed-pattern strategies, a transient frequency
regulation strategy for WTs is proposed to optimize the active
power support trajectory, aiming for economic efficiency while
ensuring frequency security as a constraint [30]. However, the
differences in operational states among WTs and the active
power support capability of WTs are neglected. Another type
of optimized frequency support strategy utilizes data-driven
methods, enabling a more authentic portrayal of the output
characteristics of WPPs and the frequency characteristics of
power systems [31], [32]. Nevertheless, the limited amount
of data, along with insufficient data refinement, impedes the
development and application of these methods.

The WPP with the deloading-based control scheme can
provide sustained frequency support from the suboptimal
power point on the right side of the MPP. Rotor speed control
and pitch angle regulation constitute the primary methods for
attaining power reservation [33]. To provide fast and sustained

frequency support from the suboptimal power point, MPC-
based primary frequency regulation is proposed in [34]. To
maintain the small-signal stability of WTs, they should avoid
operating on the left side of the MPP [35]. Consequently, in a
sustained frequency support strategy utilizing deloading-based
control, WTs generally operate on the right side of the MPP.
This approach effectively mitigates the issue of SFD, a primary
concern in MPPT-based frequency support [34]–[37].

To promote the stability of the power system frequency,
WPPs ought to track the power instructions dispatched by the
system operator [38], [39], and the scheduling instructions are
generally less than the predicted maximum power. Therefore,
WPPs need to curtail the active power to track the instructions,
and WTs will accordingly operate on the right side of the
MPP. Under this scheme, the releasable kinetic energy of
WTs is constrained compared with the aforementioned MPPT-
based frequency support, which is not suitable for contingency
scenarios that demand strong frequency support. Thus, it is
necessary to study a novel control strategy for WTs to provide
temporary frequency support from the right region to the left.

As introduced in the review, substantial advancements have
been realized in the frequency support of the WPP with
both MPPT-based and deloading-based control. Nevertheless,
there remain areas where further investigation is needed to
bridge existing knowledge gaps. 1) Incomplete consideration
of the operational region of WT is adopted in research,
which splits the left and right regions of the MPPT curve. 2)
Most studies design transfer function-based frequency support
strategies to imitate the frequency response characteristics
of SGs, or design a fixed operating trajectory for WTs to
support the frequency, but there is still a lack of techniques
for selecting optimal active power support trajectories for WTs
under various operational states to maximize the improvement
of FN.

In this study, an optimized temporary frequency support
(OTFS) strategy for WPP is proposed, which not only sup-
presses the frequency overshoot caused by the delay in the
primary frequency response of SGs but also utilizes the
secondary frequency control (SFC) of SGs to provide energy
for the recovery of WTs rotor speed, offering a novel approach
to frequency regulation in WPPs. The main contributions can
be summarized as follows.

1) A temporary power point tracking (TPPT) strategy is
proposed for each WT to enhance its temporary frequency
support capability and to synergize this support with the SFC
of SGs, enabling WTs to operate to the left of the MPPT curve
without inducing the SFD.

2) An MPC-based OTFS strategy is developed for the
WPP to optimize online the trajectories for all the WTs’
active power support, aiming to minimize the magnitude of
the system frequency drop through rational utilization of the
limited kinetic energy of each WT.

The remainder of the paper is structured as follows. Sec-
tion II presents the bi-level control framework. In Section III,
the TPPT strategy for individual WTs is proposed. Section IV
provides a detailed design of the MPC-based OTFS strategy
for the WPP. Section V presents and discusses the results of
the case studies. Finally, Section VI offers the conclusions.
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II. BI-LEVEL CONTROL FRAMEWORK

A bi-level control framework is developed to facilitate
coordination between the dynamic power control strategy in
WTs’ controllers and the MPC strategy in WPP’s controller to
collectively implement an OTFS, as shown in Fig. 1. The WT
level should follow the power command from the WPP level
and maintain the stability of rotor speed after the temporary
frequency support. In contrast, trajectory optimization and
control instruction decisions are managed at the WPP level.
This framework is fit for both double-fed induction genera-
tor (DFIG)-based WT and permanent magnetic synchronous
generator (PMSG)-based WT due to their similar electrome-
chanical transient characteristics of frequency response. The
DFIG-based WT is taken as an example in Fig. 1.

In the WT level, WTs should follow the active power
command Pwcmdi,j in the steady state. If the frequency drop
event occurs, the support power instructions of individual WTs
∆POTFSi,j will be dispatched from the WPP’s controller. WTs
will release the stored kinetic energy to participate in the
frequency regulation. In previous studies, if the WTs reduce
the rotor speed to the left region of the MPPT curve after
the frequency support, WTs will return to the MPPT mode
according to a pre-defined operating trajectory. To exploit
the frequency support capability of WTs and avoid the SFD
caused by the WTs’ withdrawal from the temporary frequency
support, a TPPT strategy is proposed. Thus the WTs can stably
operate in the left region. In the TPPT control strategy, the
measured rotor speeds ωwi,j of individual WTs are used to
generate the power reference PTPPTi,j . The power system
requires strong temporary frequency support from the WPP
in contingency scenarios to avoid excessive frequency drop,
while the strong support requires the WTs to slow down to
the left side of the MPPT curve to release more kinetic energy.
Since the SFC will eventually compensate for the frequency
deviation, the WPP will not return to the normal operation
status until the SFC works. The stability analysis of the WTs
operating in different areas and the TPPT strategy are detailed
in Section III.

According to the schedule of the system operator, the active
power reference of the WPP PWPPref is decided and delivered

to the WPP’s controller. When the frequency event occurs, the
WPP level predicts the state variable. It optimizes the WPP’s
active power support trajectory according to the current power
system state, load disturbances, and the wind speed vwi,j and
rotor speed ωwi,j of individual WTs. The predictive model
includes the frequency response characteristics of the system
and the operation state of each WT. The control variables of
the model are the support power instruction ∆POTFSi,j of
each WT. The receding horizon optimization objectives are
to minimize the magnitude of frequency drop and suppress
the excessive actions of WTs. Considering the limited kinetic
energy of WTs, the incremental power and support energy con-
sumption are described as constraints. By dynamically solving
the optimization problem, the support power instructions of
individual WTs ∆POTFSi,j are updated at each sampling time.
Further information is provided in Section IV.

III. TPPT STRATEGY FOR INDIVIDUAL WTS

A. Aerodynamics Model and Drive Train Model of WT

The mechanical power captured by the WT from the wind
energy, Pwm, is shown [18]{

Pwm = 0.5ρπR2
wCP(λ, β)v3w

λ = ωwRw/vw
(1)

where ρ, Rw, vw, CP, β, λ, and ωw are the air density, rotor
radius, wind speed, power coefficient, pitch angle, tip-speed
ratio, and the rotor speed of the WT respectively.

This study assumes a rigidly coupled drive train, employing
a single-mass model as referenced in [38]. The drive train
model per unit (pu) can be expressed by

ω̇w = (Twm − Twe)/2Hw

Twm = Pwm/ωw

Twe = Pwe/ωg

(2)

where Twm and Twe are the mechanical and electromagnetic
torque of the WT, Hw is the inertia constant of the WT, Pwe is
the electromagnetic power of the WT, and ωg is the generator
rotor speed. The per unit value of ωw and ωg are the same.
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Fig. 1. Bi-level control framework of the proposed OTFS strategy.
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B. WT’s Operational Region Analysis

The operational region of a WT is divided into two parts.
The region on the right side of the MPPT curve is called the
stable region, and the left side is called the temporary region,
as shown in Fig. 2.

P
w

 (
p
.u

.)

ωw (rad/s)

Temporary
region

Stable
region

ωmax
ωmin

Pn

Fig. 2. Operational region of a WT.

The following is the analysis of the WT’s small-signal
stability in the temporary region. The main operational dis-
turbance for each WT is wind fluctuation. According to (1)
and (2), the stability analysis of WT in the temporary region
is shown as:{

vw ↑⇒ Twm ↑⇒ ωw ↑⇒ Cp ↑⇒ Twm ↑↑⇒ ωw ↑↑
vw ↓⇒ Twm ↓⇒ ωw ↓⇒ Cp ↓⇒ Twm ↓↓⇒ ωw ↓↓

(3)

If the wind speed vw decreases, the mechanical torque Twm

will decrease. Since the electromagnetic torque remains un-
changed, the rotor speed ωw will also decrease. According to
the aerodynamic characteristics of WTs, the power coefficient
will decrease with the decreasing of ωw, and then the Twm

and ωw will further decrease.
It can be obtained that the variation of the wind speed will

cause increasing changes in the rotor speed of the WT in the
temporary region. However, the electromagnetic torque can
be revised to offset the impact of mechanical torque changes,
avoiding the over-deceleration of the rotor speed. Thus, the
active power control strategy of WTs can be modified to ensure
the rotor speed stability within a temporary region.

C. Temporary Power Point Tracking Control of WTs

In order to avoid the SFD after the temporary frequency
support, the operational region can be expanded. Since it is
unstable for WTs to operate on the left side of the MPPT
curve, as analyzed in Section II-C, auxiliary control should
be adopted to compensate for wind or electromagnetic torque
disturbances.

According to (3), wind speed variation will lead to the
rotor speed instability. This conclusion is derived under the
assumption that the electromagnetic torque is constant. If the
active power reference of the WT can be modified with rotor
speed, similar to the MPPT method, the asymptotic stability
of WT might be achieved. Therefore, a temporary power point
tracking (TPPT) strategy is proposed, as shown in Fig. 3. Here,
ωmax and ωmin are the upper and lower limits of the rotor
speed of the WT. ωtem indicates the rotor speed at the time
of withdrawing from temporary frequency support, and Pn is
the nominal power of the WT.

ωmaxωmin ωtem

ωw (rad/s)

P
w

 (
p
.u

.)

P
n

TPPT

MPPT
Pwm (ωtem)

PMPP (ωmin)

Fig. 3. The proposed TPPT curve of WT.

The yellow line is the power-speed performance curve
corresponding to (1). The blue curve is the traditional MPPT
curve, expressed as:{

PMPP = koptω
3
w

kopt = 0.5ρπR5
wCPopt/λ

3
opt

(4)

where CPopt and λopt are the optimal power coefficient and
the optimal tip-speed ratio of the WT. Referenced to the MPPT
curve, a TPPT curve is designed as:

PTPPT = ktem(ωw + x)3 (5)

To ensure the designed TPPT curve can make the WT
meet the asymptotic stability requirement, the feasible range
of PTPPT should be analyzed, so that the parameters ktem
and x can be determined. Based on the Lyapunov theorem,
the energy function is established as:

V = (ωw − ωtem)2 (6)

V is a positive definite function. V equals 0 only when ωw

equals ωtem. V is greater than 0 as long as ωw is not equal to
ωtem. According to the Lyapunov theorem, if V satisfies that
V̇ is less than 0 when ωw is not equal to ωtem, the asymptotic
stability of the system can be guaranteed. The generalized
energy is continuously consumed and stabilized in the dynamic
process. The derivatives of (6) is deduced as:

V̇ = 2(ωw − ωtem)ω̇w (7)

Since the mechanical response time is much slower than the
electromagnetic one, the electromagnetic torque control (inner
loop) can be assumed to be well controlled when focusing on
the active power control (outer loop) [40]. Thus, the Twe is
equal to the electromagnetic torque reference, and the Pwe is
equal to the Pwref . Once the TPPT control is activated, the
Pwref is equal to the PTPPT, and the derivatives of ωw can be
obtained

ω̇w =
1

2Hw
(Twm − Twe) =

1

2Hwωw
(Pwm − PTPPT) (8)

Then, (7) can be rewritten as:

V̇ = (ωw − ωtem)(Pwm − PTPPT)/Hwωw (9)

It is obtained from (9) that V̇ < 0 can be satisfied when
(ωw −ωtem)(Pwm−PTPPT) is less than 0. Thus, the PTPPT

should satisfy the following equation{
PTPPT < Pwm, ωw < ωtem

PTPPT > Pwm, ωw > ωtem

(10)
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In this situation, it can be obtained that (11) is always
satisfied.

V̇ < 0, ωw 6= ωtem (11)

If the PTPPT satisfies (10), the Lyapunov asymptotic stabil-
ity of the WT is always satisfied during the dynamic process.
Then, to ensure the control stability, let the TPPT curve pass
through point PMPP(ωmin) and the current working point
Pwm(ωtem) shown in Fig. 3. Substituting into (5), we get

ktem = Pwm(ωtem)×
[

3
√
PMPP(ωmin)/Pwm(ωtem)− 1

]3
/(ωmin − ωtem)3

x = (ωmin − ωtem)/
[

3
√
PMPP(ωmin)/Pwm(ωtem)− 1

]
− ωtem (12)

The TPPT control diagram is shown in Fig. 4.

PTPPTi, j

If: (t > ttrigi, j) ∩

(ωwi, j ωopti, j)

Ftrig= 1;

else: Ftrig= 0;

t ωwi, j

Ftrig

1

0ωtemi, j

0

1

Temporary power point tracking

control strategy of WTi, j

+

Pwcmdi, j+

Pwrefi, j

ΔPOTFSi, j
Eq. (5)

Fig. 4. TPPT control strategy of WTi,j .

In Fig. 4, ttrigi,j is the time duration of temporary frequency
support, and Ftrigi,j is the flag for triggering. If the WT
operates in the temporary region when it withdraws from
the temporary frequency support, the Ftrigi,j will be set to 1
and the TPPT control loop will be triggered. Consequently,
the TPPT strategy will not be concurrently activated with
the frequency support strategy at the WPP level. The TPPT
strategy serves as a critical link between temporary frequency
support provided by WTs and secondary frequency regulation
of synchronous generators. Although similar to the MPPT
curve as a cubic function of WTs’ rotor speed, the TPPT
curve is uniquely computed for each WT based on its specific
operating conditions. This approach ensures that the WTs can
stabilize their rotor speeds as effectively as possible in the left
region of the MPPT curve post temporary frequency support.

It is noted that although TPPT will operate the WTs at a
low-efficiency point, it is of short duration and has a limited
impact on the annual generation and revenue of the WPP.

D. Rotor Speed Recovery Strategy

The objective of the TPPT strategy is to temporarily operate
the WT in the temporary region. At the same time, it is
necessary to return to the stable region after the triggering of
the SFC. Consequently, a WT’s rotor speed recovery process
considering the SFC of the thermal power generation unit is
still required. The SFC model for thermal power generation
units is illustrated in Fig. 5, and the specific control parameter
is referenced in [41] and [42].

In Fig. 5, B is the frequency bias stated in p.u./0.1 Hz, ∆Ptie

is the tie-line power flow variation, fdbd is the frequency

Δf
10B PI

ΔP
tie

+

− ACE ΔP
SFC

f
dbd

−f
dbd

Fig. 5. SFC model.

error tolerance dead-band, ACE is the area control error of
frequency, ∆PSFC is the incremental power of SFC. The SFC
of thermal power generation units requires the involvement
of the grid dispatch center to issue instructions, typically
responding at the minute level after an event occurs [43]. In
this study, the activation of the SFC is set to begin 1 minute
after the fault occurrence.

After a few seconds of initiating the SFC, the WT restores
its operation from the temporary power point to the steady-
state working point. Considering the extensive research on the
speed recovery of WTs following frequency support exit, this
study adopts the recovery strategy proposed in [20], with an
added step for transitioning from the MPP to the derated power
point, as illustrated in Fig. 6.

ωw

Temporary

power point 

Maximum

power point 

Derated

power point A B
C

P
w

Fig. 6. Power-rotor speed trajectory during the recovery process.

The rotor speed recovery trajectory for individual WTs
initiates from the temporary power point. It follows a path
through points A, B, and C until it finally converges at the
derated power point. Thus, the design of the control strategy
for the WT level is accomplished.

IV. MPC-BASED OTFS STRATEGY FOR WPP

The primary objective of the frequency support strategy is
to optimize the active power trajectories of WTs to enhance
the FN during significant frequency drop events. This problem
can be formulated as a receding horizon optimization within
a finite time domain. The risk of the SFD can be neglected
in the optimization of the TPPT strategy. The detailed design
steps of the proposed MPC-based OTFS strategy for the WPP
are as follows.

A. System Frequency Response Model

The system frequency response (SFR) following a distur-
bance can be forecasted using a simplified low-order SFR
model. By disregarding elements with minor time constants,
the predictive model and associated optimization problem are
significantly simplified. The small-signal SFR model in pu can
be expressed as [44]{

2Hs∆ḟ + (Ds −KmFH/R)∆f = Km∆X1 −∆PL

TR∆Ẋ1 + ∆X1 = (1− FH)∆f/R
(13)

The physical meanings of the variables in (13) are thor-
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oughly explained in [34]. Variables prefixed with ∆ represent
the incremental values of their corresponding counterparts.

B. Temporary Frequency Support Capability Analysis

The temporary frequency support capability of a WT is
associated with the strength of active power support, the
length of support time and the amount of energy consumption,
and such capability should be considered during the process
of planning the temporary support trajectory. There are two
methods to design the support trajectory of a WT, which are
the Pw-ωw curve [17] and the Pw-t curve [18], as shown in
Fig. 7.

(a) (b)

ωw (rad/s) t (s)

P
w

 (
p
.u

.)

Δ
P

w
 (

p
.u

.)

Fig. 7. Temporary frequency support trajectory in the coordinate system of
(a) Pw-ωw, (b) Pw-t.

Assuming that the Pwm is constant during the power support
process, the support power is provided entirely by the rotor
kinetic energy EwKE, which can be expressed as:

EwKE = 0.5Jw(ω2
w − ω2

min) (14)

where Jw is the equivalent rotational inertia of the WT. The
active power increment is constrained by the stored kinetic
energy, deduced as: ∫ t

t0

∆Pwe ≤ EwKE (15)

Let the time step k correspond to the time t0. The discrete
form can be obtained as:

nk∑
k=1

∆Pwe(k) ≤ EwKE (16)

where nk is the number of elements after discretization. Since
the stored energy is predetermined, strong support in the early
stage could lead to a weaker support later on. In addition, the
maximum value and ramping rate of the active power are both
constrained considering the mechanical load of the turbine.
Therefore, the transient active power support capability of the
WT is constrained in view of power and energy. Suppose an
optimal support trajectory with energy and power constraints
can be identified. In that case, it will be instructive for WPPs
to improve the temporary frequency support capability and
crucial for the frequency stability of the power system. Since
the energy constraints are time-dependent, the Pw-t trajectory
is more suitable for the OTFS strategy.

C. Predictive Model

Within the OTFS framework, it is essential to develop
a predictive model to forecast the future behavior of the
control variables. Fig. 8 illustrates the small-signal model for
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Fig. 8. Small-signal model for frequency response behavior of power system
integrated with a WPP.

analyzing frequency response dynamics of the wind power
integrated power system. To construct the equivalent power
system, a low-order SFR model is employed. Given that the
electromagnetic transient dynamics of a WT are significantly
quicker than the electromechanical transients, the electromag-
netic regulation processes of WTs and the converters can
be neglected. Consequently, the active power control char-
acteristics of wind generation are represented as an inertial
element [45].

Although the purpose of the OTFS method is to tackle large
power disturbances such as HVDC blocking, the resulting
frequency variations are relatively small compared to the
nominal value. Generally, the equivalent operation coefficient
of the thermal generator remains unaffected during HVDC
faults. Consequently, the nonlinearity associated with signif-
icant disturbances has limited influence on the behavior of
this model. Additionally, the OTFS strategy is specifically
developed for temporary frequency support, which results in
the neglect of the SFC dynamics with a longer time scale.

According to Fig. 8, the state equations in matrix format
can be obtained as:{

ẋ(t) = Ax(t) + Bu(t) + Ed(t)

y(t) = Cx(t)
(17)

where nWT is the number of WTs, x = [∆f,∆X1,
∆Pwe1,∆Pwe2, · · · ,∆PwenWT,∆POTFS1,∆POTFS2, · · · ,
∆POTFSnWT

]T is the state vector of the system, u = [u1, u2,
· · · , unWT]T denotes the control vector of the system, y =
[∆f, 0, · · · , 0]T denotes the output of the system, d = ∆PL

denotes the load perturbation of the system. It should be
highlighted that the calculation time of the MPC algorithm
cannot be neglected, and the time delay is equivalent to a
first-order inertial element with a time constant Tτ . The input
vector u is composed of the control variables optimized
by the MPC algorithm. These control variables are then
transformed through the inertial element to the ∆POTFS1 to
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∆POTFSnWT
, which are the active power reference of OTFS

for WTs and are considered as state variables.
As ∆X1 cannot be directly measured by WPPs, it can be

estimated using a state observer designed based on modern
control theory principles. This method ensures that the system
meets the required convergence rate and stability criteria.
[34]. Then, the ∆X1 is replaced by ∆X̂1 in x, and the
x = [∆f,∆X̂1,∆Pwe1,∆Pwe2, · · · ,∆PwenWT,∆POTFS1,
∆POTFS2, · · · ,∆POTFSnWT

]T. Matrices A, B, C, and E are
shown from (A1) to (A3) in Appendix A. By discretizing (17),
the discrete state-space equation can be obtained{

x(k + 1) = Gx(k) + Hu(k) + Id(k)

y(k + 1) = Cx(k + 1)
(18)

where G = eAts , H =
∫ ts
0

eAtsBdt, I =
∫ ts
0

eAtsEdt, ts
denotes the sampling time, x, d, and y represent the discrete
forms of the corresponding variables in (17). Taking time point
k as the reference, the system state variables from time point
k+ 1 to k+Np can be achieved according to (18), shown in{

X(k + 1) = Gxx(k) + HxU(k) + IxD(k)

Y (k + 1) = CyX(k + 1)
(19)

where X(k + 1) = [x(k + 1),x(k + 2), · · · ,x(k + Np)]T,
U(k) = [u(k),u(k+1), · · · ,u(k+Np−1)]T, D(k) = [d(k),
d(k + 1), · · · , d(k + Np − 1)]T, Y (k + 1) = [y(k + 1),
y(k+ 2), · · · ,y(k+Np)]T. Other matrices in (19) are shown
from (A4) to (A6) in Appendix A, and Np is the number of
prediction/control horizon points.

D. Receding Horizon Optimization

After establishing the predictive model, a receding horizon
optimization strategy needs to be explored. Predictive control
draws from the concepts of optimal control by replacing
static, global optimization with a receding horizon optimiza-
tion framework over a finite time domain. The optimization
algorithm is executed at each sampling time to derive active
power support control signal sequence for future k steps. The
first control signal of this sequence is then submitted to each
WT. While global optimality cannot be theoretically guaran-
teed, in practice, real-time feedback-based optimization proves
effective. This approach continuously accounts for inevitable
model errors and environmental disturbances, such as wind
speed fluctuations, and makes adaptive, timely adjustments.

The objective of the optimization is to minimize the magni-
tude of frequency drop and suppress the excessive actions of
WTs. Here, the objective is described as minimizing the devia-
tion and variation of grid frequency and active power reference
of WTs in the receding period. The objective function can be
expressed as:

min J = Y (k + 1)TQYY (k + 1)

+

Np∑
i=1

λf |∆f(k + i)−∆f(k + i− 1)|

+ U(k)TRUU(k) +

Np∑
i=1

λu|u(k + i)− u(k + i− 1)| (20)

where QY and RU are symmetric weighting matrices shown in
(A7) in Appendix A, λf and λu are the weighting coefficients.
Through the parameter debugging process, it was determined
that setting λu to a mere 1/100th of λf is sufficient for meeting
the prescribed requirement, and these weighting coefficients
do not require modification following system or disturbance
changes.

The constraints are outlined below.
1) Incremental power of WTs:

umin ≤ u ≤ umax (21)

where umax and umin are the maximum and minimum incre-
mental power of WTs in the receding period respectively.

2) Consumption of support energy of WTs:
Np−1∑
i=0

u(k + i) ≤ [EwKE1 EwKE2 · · · EwKEnWT
]T (22)

where EwKE1 to EwKEi are the kinetic energy stored in WT1
to WTi. Due to the requirement of computational efficiency
for real-time control applications, the optimization problem
should be linearized.

Through linearizing the absolute value item, the optimiza-
tion problem can be reformulated as:

min J = Y (k + 1)TQYY (k + 1)+

U(k)TRUU(k) +

Np−1∑
i=1

(λffzi + λuuzi)

s.t. ∆f(k + i)−∆f(k + i− 1) ≤ fzi
i = 1, 2, · · · , Np − 1

−∆f(k + i) + ∆f(k + i− 1) ≤ fzi
i = 1, 2, · · · , Np − 1

u(k + i)− u(k + i− 1) ≤ uzi

i = 1, 2, · · · , Np − 1

− u(k + i) + u(k + i− 1) ≤ uzi

i = 1, 2, · · · , Np − 1

umin(k + i) ≤ u(k + i) ≤ umax(k + i)

i = 0, 1, · · · , Np − 1
Np−1∑
i=0

u(k + i) ≤ [Ew1 Ew2 · · · EwnWT
]T (23)

where fzi and uzi are the intermediate variables required in
the linearization.

The practical stability of MPC can be guaranteed by adjust-
ing the weight matrices [46], [47]. Accordingly, the terminal
cost is weighted to improve the convergence properties of
the controller’s output by increasing the last few diagonal
elements of the weighting matrix RU. The reason for not
adding terminal weights to the weighting matrix QY is that
the primary objective of this strategy is to minimize the depth
of the frequency drop, rather than restoring the frequency to
its nominal value. Increasing terminal weights in QY would
alter this primary objective of the optimization.

At each sampling time, the optimization problem should be
solved, and the optimal control variables should be updated



58 CSEE JOURNAL OF POWER AND ENERGY SYSTEMS, VOL. 11, NO. 1, JANUARY 2025

and sent to the WT level. To make the strategy suitable for
online control, the sampling interval should be longer than the
calculation time of the optimization.

E. Feedback Correction

To mitigate inaccuracies in the predictive model, MPC in-
corporates feedback correction. The parameters of the predic-
tive model are updated at 15-minute intervals using parameter
estimation via the Levenberg-Marquardt method to ensure
accuracy. Specifically, the parameters in matrices A, B, C,
and E, along with their corresponding discrete counterparts,
can be adjusted based on the data measured or estimated
during the previous period.

V. CASE STUDY

To validate the theoretical analysis and evaluate the effec-
tiveness of the proposed OTFS scheme, a series of strategies
are deployed within a 300 MW WPP, comprising 60 NREL
5 MW WTs. This WPP is integrated into a two-area system
[48], as illustrated in Fig. 9. The WTs are spaced 600 meters
apart. A total of 60 WTs are configured in 4 rows and 15
columns, aligned with the prevailing wind direction. These
turbines are further categorized into 4 groups based on their
respective rows, designated as WT1 to WT4. The SFR model
in Fig. 8 is used in Section V-A, and the electromagnetic model
is utilized in Section V-B.

The simulation platform, depicted in Fig. 10, comprises
three main components: a personal computer (PC) equipped
with an Intel i7-13620H CPU, a real-time simulator (RT-LAB
OP5700), and an oscilloscope (Tektronix TDS 3054B). The
2-area power system and the WTs are loaded in the RT-
LAB simulator. The MPC algorithm in the WPP controller is
realized in the PC. The optimization problem is programmed
based on the YALMIP and Matlab/Simulink to compute the

2 7 8
3 5 6

Load 2Load 1

1
4

11

SG3

SG2SG1

9

WPP

10

Sending-end grid

Fig. 9. The 2-area power system with a WPP integrated.

PC

Oscilloscope

RT-LAB

Fig. 10. RT-LAB platform.

control variables ∆POTFSi,j , which can be solved within
300 ms. These variables will be updated every 400 ms and
sent to the RT-LAB through its I/O interface as control
instructions for WTs. The prediction/control horizon consists
of 75 steps, indicating that optimization accounts for scenarios
anticipated over the next 30 seconds. This ensures that the
prediction/control horizon encompasses the entire response
process of the temporary frequency support, which typically
stabilizes within 30 seconds considering the primary frequency
control characteristics of SGs. Other key parameters of the
simulation system are listed in Table I.

TABLE I
PARAMETERS OF THE SIMULATION SYSTEM

SG Parameters Values WPP Parameters Values
Hs, s 15 p% 10%
Ds, p.u. 0.2 Np 75
Km 0.95 ts, ms 400
FH 0.3 TA, s 0.2
R −0.05 Tτ , s 0.4
TR, s 8 ttrig, s 20
fdbd, Hz 0.033 ωmin, p.u. 0.8
B, p.u./0.1 Hz 0.5 ωmax, p.u. 1.265

A. Analysis of Optimal Trajectories with Different Stored
Kinetic Energy

To analyze the OTFS trajectory, the proposed strategy
is implemented in the test system. Referring to the ‘9.19’
Jinsu DC blocking incident in China, a DC blocking fault
is simulated, resulting in a power loss of 0.06 pu. The system
frequency curves and the support active power reference of
WPP are shown in Fig. 11.
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trajectories of WPP with EKE increasing.

As illustrated in Fig. 11(a), the WPP with OTFS strategy
can improve the FN effectively. The more energy utilized, the
higher the FN. As shown in Fig. 11(b), in case of insufficient
stored kinetic energy, WPP should reduce both the support
active power magnitude and support time to ensure the sup-
port effect. Through an optimization of support active power
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magnitude and duration, it can target the FN for effective
improvement. When the stored kinetic energy is sufficient,
it is still not the case that the larger the support power the
better the support effect. Since the WPP carries out temporary
frequency support in contingency scenarios, the support power
will eventually drop to zero, and the frequency value in the
steady state is dependent on the primary frequency regulation.
As can be seen from the green line in Fig. 11(a) and (b), the
FN is almost the same as the stable value after the primary
frequency regulation. Excessive support strength in the early
stage will lead to the waste of kinetic energy and increase
the difficulty of rotor speed recovery. Hence, the FN during
the dynamic process is equivalent to the steady-state value,
representing an optimal outcome that considers both energy
consumption and FN. The trigger time for the TPPT strategy
is set to 20 seconds after the disturbance occurs to ensure that
the wind power plant exits frequency support only after the
convergence of ∆PWPPref , thereby preventing a SFD. When
sufficient kinetic energy is stored, as illustrated by the green
line in Fig. 11, the active power support from the WPP will
decrease to zero at t = 20 s.

B. Different Strategies Analysis

The performance of the proposed strategy within the whole
frequency support duration is evaluated. In this section, the DC
fault is the same as the case in Section V-A. The frequency
response characteristics with OTFS and other traditional strate-
gies are analyzed with different wind speeds. To focus on the
analysis of the temporary frequency support stage, results for
only the first minute after the fault occurrence are presented
in Section V-B1), and the complete process including the
recovery of the WTs’ rotor speed is analyzed in Section V-B2).
The wind fields are generated in the SimWindFarm toolbox.
1) Strategies Comparison with Low Wind Speed

Five existing strategies, MPC-based SIC (MPC-SIC) [22],
power reserve control (PRC) [36], RoCoF-Droop-based coor-
dinated control (RCC) [14], traditional temporary frequency
support (TTFS) [28] and MPPT control, are employed. The
mean speed of the upstream wind is 8 m/s, and the turbulence
intensity is 0.02, as depicted in Fig. 12(a).

The system frequency, active power reference of WPP,
active power output, and rotor speed of WTs with different
frequency support strategies are shown in Fig. 12. It can be
seen from Fig. 12(b) and Table II that the FN with the OTFS
method is higher than that with other traditional methods. The
WTs with PRC will provide primary frequency control in the
stable operation region, and the SFD is prevented accordingly.
Yet, the WTs with RCC strategy will provide virtual inertia
response and primary frequency control during the frequency
support period, which will let the rotor speed drop to the
temporary region, resulting in the SFD. For the MPC-SIC,
since it will lead to a considerable disturbance to the power
system with its withdrawal from the frequency support, the
SFD can be more severe. The TTFS strategy improves the
FN by designing control algorithms that enable the active
power output of WPP to counteract the dynamic frequency
fluctuations caused by the delay in the primary frequency
response of SGs. However, it does not account for variations

in wind speed in its parameter design process. We adjust the
parameters based on wind conditions, aiming to maximize the
frequency regulation gain coefficients while ensuring the safe
rotational speed of WTs. Despite these adjustments, as shown
in Table II, the FN achieved by the TTFS strategy remains
inferior to that provided by the OTFS strategy. From Fig. 12(b)
and (c), it can be obtained that the power reference of OTFS is
smoother at the end of the temporary frequency support, and
accordingly, the SFD is avoided. Besides, the support active
power reference of OTFS is not the highest at the initial stage,
indicating that OTFS achieves the improvement of the FN with
small active power variations.

TABLE II
FREQUENCY NADIR WITH DIFFERENT STRATEGIES

Strategy OTFS PRC RCC MPC-SIC TTFS MPPT
FN (Hz) 49.82 49.80 49.80 49.80 49.81 49.73

The active power output of each WT with different fre-
quency support strategies is shown in Fig. 12(d1) to (d5).
As illustrated in Fig. 12(e), the WTs with the OTFS strategy
stabilized near the lower speed limit after the temporary
frequency support, taking full utilization of energy within
constraints. Moreover, the traditional methods need to recover
the rotor speed to the regular operation after the frequency
support (in Fig. 12(e3) to (e5)), while OTFS allows WTs
to maintain the current speed after the temporary frequency
support and wait for the SFC of the system.
2) Strategies Comparison with High Wind Speed

To test the performance of the proposed strategy with more
stored kinetic energy, the mean speed of the upstream wind is
increased to 10 m/s, as shown in Fig. 13(a). The simulation
duration is increased to 3 minutes to show the whole process
from frequency drop to recovery.

The system frequency, active power reference of WPP,
active power output of WTs, and rotor speed of WTs with
different frequency support strategies are shown in Fig. 13. In
Fig. 13(b), the MPC-based OTFS strategy is initiated at t =
10 s and concludes at t = 30 s when the TPPT strategy is
activated. The TPPT strategy persists for 45 s and terminates
at t = 75 s, approximately 5 s after the initiation of the SFC.
Then, the rotor speed of the WTs gradually returns to the
steady-state operational point, following the power-rotor speed
trajectory designed in Section III-D. As a result of SFC, the
system frequency increases, but it will not accurately return to
the nominal value due to the presence of the SFC dead band.

Figure 13(b) illustrates that the proposed OTFS strategy
demonstrates a higher FN compared to traditional methods.
It is worth noting that the active power reference of the
WPP utilizing the OTFS method is not the highest. This
observation suggests that OTFS effectively enhances the FN
by strategically utilizing kinetic energy. The TTFS strategy
employs a fixed support mode and lacks the flexibility to
adjust based on the operational states of individual WTs. The
corresponding FN with the TTFS strategy is 49.83 Hz in this
scenario, as presented in Table III, which did not perform
as effectively as the OTFS strategy in terms of frequency
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Fig. 12. Simulation of different strategies with low wind speed. (a) Wind speed. (b) System frequency. (c) Active power support trajectory. (d) Active power
output. (e) Rotor speed.

TABLE III
FREQUENCY NADIR WITH DIFFERENT STRATEGIES

Strategy OTFS PRC RCC MPC-SIC TTFS MPPT
FN (Hz) 49.84 49.80 49.79 49.79 49.83 49.73

support. The control parameters for TTFS used in this instance
are determined through extensive tuning. Any further increase
in the control coefficients of TTFS could lead to excessive
reductions in WTs’ rotor speeds, forcing an early withdrawal
from frequency regulation and resulting in a SFD, thereby
further lowering the FN. A comparison of Tables II and III
reveals that after an increase in wind speed, the FN is actually
lower with the RCC and MPC-SIC strategies. This is attributed
to the higher rotor speeds at which WTs, following the MPPT
curve, experience larger power drops during speed recovery,
implying a greater secondary disturbance to the system.

The active power output and rotor speed of each WT with
different frequency support strategies are shown in Fig. 13(d)
and (e) respectively. Fig. 13(e1) illustrates that the recovery
of rotor speed for WT1, WT3, and WT4 initiates at t = 75 s,
whereas WT2 starts recovering its speed at approximately t =
40 s. This distinction arises from the fact that WT2 did not
enter the temporary region on the left side of the MPPT curve
and, consequently, did not activate the TPPT strategy.

3) Strategies Comparison with High Wind Speed and High
Turbulence

To test the effectiveness of the proposed strategy under
more significant wind speed fluctuations, a wind field with an
average upstream speed of 10 m/s and a turbulence intensity
of 0.1 is generated, as shown in Fig. 14(a), which more closely
resembles the real-world wind fluctuations [49]. Other simula-
tion parameters remain the same as those set in Section V-B2).

The system frequency, active power reference of WPP,
active power output of WTs, and rotor speed of WTs with
different frequency support strategies are shown in Fig. 14.
In comparison to the scenario described in Section V-B2), a
significant deviation in the present case is the early termination
of frequency regulation by the WPP employing the TTFS
strategy, specifically due to a reduction in the rotor speed
of WT1 to its lower limit. This results in a notable SFD to
49.80 Hz around t = 50 s, as illustrated in Fig. 14(b) and
Table IV. In the previous cases, the control parameters of the
TTFS strategy were adjusted to accommodate varying wind
conditions, often necessitating multiple iterations to optimize
the parameters. In this scenario, the mean value of the wind
speed, the initial stored kinetic energy of each WT, along with
the control parameters of the TTFS strategy are consistent with
those in Section V-B2. The only difference is the increased
turbulence intensity. This underscores the inability of the
TTFS strategy to dynamically adjust the support strength based
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Fig. 13. Simulation of different strategies with high wind speed. (a) Wind speed. (b) System frequency. (c) Active power support trajectory. (d) Active power
output. (e) Rotor speed.
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Fig. 14. Simulation of different strategies with high wind speed and high turbulence intensity. (a) Wind speed. (b) System frequency. (c) Active power
support trajectory. (d) Active power output. (e) Rotor speed.
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TABLE IV
FREQUENCY NADIR WITH DIFFERENT STRATEGIES

Strategy OTFS PRC RCC MPC-SIC TTFS MPPT
FN (Hz) 49.84 49.80 49.79 49.79 49.80 49.73

on fluctuations in wind speed and the WT’s stored kinetic
energy. This scenario validates the effectiveness and robustness
of employing the receding horizon optimization approach,
which not only seeks an optimal solution at the moment
of disturbance occurrence but also dynamically adjusts the
control instructions during the response process based on the
operating conditions of WTs.

VI. CONCLUSION

In this paper, an OTFS strategy is proposed for the WPP to
improve the FN of the power system. The strategy incorporates
the TPPT strategy, not only enhancing their frequency support
capabilities but also mitigating the SFD. The power support
trajectory of each WT is dynamically optimized considering
the specific support capability of WTs and the overarching
needs of the power system, thereby achieving the optimal FN
with efficient energy utilization.

Case studies confirm the strategy’s suitability for real-
time control and demonstrate its effectiveness and superiority
over traditional methods. The findings suggest that initiating
support actions proximal to the occurrence frequency nadir,
particularly when kinetic energy reserves are low, proves more
effective than earlier and stronger active power interventions.
When the stored kinetic energy is sufficient, the OTFS strat-
egy enables the FN to closely approximate the stable value
following the primary frequency regulation.
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