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Abstract—The construction of UHV AC/DC hybrid power
grids and the integration of large-scale renewable energy have
led to significant frequency stability issues. To enhance the
frequency regulation capacity within areas and fully utilize the
mutual supportive capacity among areas, active frequency control
(AFC) theory has been proposed and developed based on the
concept of active feed-forward control. However, existing AFC
methods have limitations in computational solutions and control
effects in large-scale, wide-area interconnected power systems.
To address these shortcomings, this paper proposes an improved
AFC method based on multi-step-size model predictive control
(MSS-MPC). Through multi-step-size discretization, an improved
model predictive control algorithm for AFC is derived based
on the iterative solution of the multi-step-size linear quadratic
regulator model, which ensures control accuracy through pre-
cise prediction and enhances the control performance through
additional prediction. Based on the collaboration of two-level
dispatching agencies and the consideration of differences in
control objectives among areas at different stages, an improved
three-stage AFC strategy is proposed, which aims to suppress
additional frequency disturbances after control model switching
by proposing the active-passive switching strategy. Case studies
demonstrate that, compared with the existing AFC method, the
proposed AFC method with the MSS-MPC algorithm has a better
control effect and better computational performance.

Index Terms—Active control, frequency stability, model
predictive control, multi-step-size, spatial temporal distribution.

NOMENCLATURE

A. Constant Parameters and Indexes

1 Index for the current area.
J Index for the adjacent area.
k Index for the current step.

B. Mathematical Symbols

A Deviation from the rated value.

A The first-order derivative of A with respect to ¢.
Alg) The value of A at step k.

Arir) The value of A at step & at the kth time.
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C. Constant Parameters and Variables

fis £ Inertia center frequencies in areas ¢ and j.

Afa; Frequency change rate of area j.

AP ; Unbalanced power.

D,, H; Area equivalent damping and inertia time
constant.

Ry, R Speed-droop characteristics of TPUs, HPUs,

Rgc i, Rvrr,; TPUs and VFR resources.

ki, kot Power coefficients of TPUs and HPUs.

Tei, Tiri Governor time constant and reheat time con-
stant.

Tin,ir Pen,i Steam chest time constant and output power.

Kivi High pressure turbine power fraction.

Visir Vavsi Valve openings of TPUs and HPUs.

Pim i, Po.i Output powers of TPUs and HPUs.

Py i, Pyrr,; Output powers of GTUs and VFR resources.

Twe,i» Twr;  Governor transient drop and reset time con-
stant.

i Turbine time constant.

Ryp,i, Rwt,;  Transient drop and permanent reduction rate
of turbine.

Py i Governor output of hydropower unit.

a;,b;,c;  Valve positioner time constant.

X, Y; Leading and lagging time constants of governor.

Tcri Combustion reaction delay time constant.

Tr ; Fuel time constant

Tcp,i Compressor exhaust time constant.

Xei Valve positioner.

Ve,i Governor intermediate state.

PR Combustion chamber intermediate state.

TVFR,i Virtual control delay.

T Synchronous power coefficient between ¢ and j.

Pr i, Ps; Power of tie line and secondary frequency reg-

ulation.

kep, ke Proportional and integral coefficients.

B; Deviation coefficient.

o Conversion factors for areal base values.

D. Subscripts

TPU Thermal power unit.

HPU Hydropower power unit.
GTU Gas turbine unit.

VFR Virtual frequency response.
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I. INTRODUCTION

REQUENCY stability is becoming increasingly promi-

nent in new-type power systems due to the construction of
ultra-high voltage AC/DC hybrid power grids and large-scale
renewable energy [1]-[4]. Specifically, the scale of unbalanced
power in power systems gradually increases, requiring a suffi-
cient frequency regulation capability for power systems. How-
ever, new-type power systems are becoming scarce in inertial
response and frequency control resources, which significantly
reduces of the system frequency regulation capability [S]-[7].
The economic and time costs of new frequency regulation
resources (FRRs) from construction to usage are huge, making
it impossible to quickly enhance regulation capabilities [8],
[9]. Therefore, giving full play to the capabilities of existing
FRRs becomes a major way to quickly enhance the stability
of system frequency.

The conventional frequency control (TFC) method, which
essentially falls into passive feedback control, is based on
local frequency deviation. Then, the insufficiency of TFC
performance is more prominent in wide-area interconnected
power systems under the significant frequency spatial-temporal
distribution (STD) characteristic [10], [11]. More specifically,
frequency control triggered by local frequency deviations
cannot fully invoke the regulation capability according to
event severity, and cannot quickly respond to severe frequency
events occurring in other area [12]. Aiming at the problems
of the TFC method under severe frequency faults, active
frequency control (AFC) theory has been proposed and de-
veloped by active feed-forward control means based on trend
prediction.

The basic theory of AFC was first proposed in [13], where
the control framework of “offline decision-making and online
matching” is built. Frequency control has been changed from
conventional proportional feedback control based on local
frequency differences to feed-forward control triggered by
parameters at fault locations. From the system perspective, an
approach has been proposed to address the response delay is-
sue arising from the spatiotemporal distribution of frequencies
in wide-area power systems. To clarify application scenarios
of AFC, the grading principle for the system frequency se-
curity level is put forward in [14] based on the approximate
proportional mapping of the frequency nadir and the quasi-
steady-state frequency, where the application basis for AFC
is provided. To improve the efficiency of offline analysis, a
method for identifying coherent generator groups based on
the support vector clustering algorithm is proposed in [15],
providing a way to reduce scenarios of offline analysis. The
above study puts forward the concept of AFC, designs the
control framework and clarifies applicable scenarios. However,
the control algorithms adopted are relatively simple. Based
on model predictive control (MPC), an AFC method for AC
power grids is proposed in [16], involving a three-stage control
algorithm that includes a descending period, an ascending
period, and an active-passive switching period. However, the
conventional MPC model has limitations, and the three-stage
control algorithm is relatively rough. The objective function
of MPC is improved in [17], [18], so that it could be used for

security and economic coordination problems. On this basis,
the technical and economic aspects of energy storage can
be considered. Moreover, an AFC strategy for grid-connected
wind farms is proposed in [19], and expands the objects of
active control. However, the AFC study above is still relatively
preliminary. The solution efficiency and control effect of the
conventional MPC model and the three-stage control algorithm
adopted still need to be improved.

The common MPC method, which includes a prediction
model, rolling optimization, and feedback control, does not
require high model accuracy and has good control performance
[20], and has been widely applied to power system control.
Based on the MPC method, an application in microgrid control
is shown in [21]; the coordinated control of LCC-HVDC under
capacity and frequency constraints is realized in [22]; the
inertia of a hybrid power system is successfully improved in
[23]; the fast frequency control service of a converter interface
generator is realized in [24]. It can be seen that the common
MPC method has a good effect on component control, but in
large-scale power systems, the need to expand the prediction
range to improve the control effect will lead to an exponential
increase in the computational burden [25], [26]. In addition,
the AFC method and AFC to TFC switching strategies are
crucial for safe and stable system operation. The existing
targets and switching strategies of the AFC method may lead
to additional frequency disturbances [13], [17]. Therefore, the
AFC method needs to be further improved.

The AFC method based on the MPC algorithm in large-
scale power systems faces a contradiction between speed and
accuracy. For those issues, the contributions of this paper are
as follows: a) Considering that multi-step-size prediction can
effectively reduce the calculation amount while expanding the
prediction range [27], this paper proposes an AFC method
with a multi-step-size MPC algorithm (AFC with MSS-MPC)
to improve computational efficiency and control effect; b) In
view of additional frequency disturbances that may arise from
AFC and TFC switching, an improved three-stage control
algorithm with a smooth control function is proposed to
enhance frequency response at all stages.

This paper is organized as follows. Section II constructs a
frequency control model for a multi-area interconnected power
system. Section III proposes the AFC method with MSS-MPC
based on a multi-step-size linear quadratic regulator (LQR)
algorithm. Section IV proposes a modified three-stage control
algorithm based on areal frequency control in the two-level
dispatching mode. Section V verifies the effectiveness of the
model and discusses its impacts on the control parameters.
Finally, the conclusion and the outlook are given in Section VI.

II. AREAL FREQUENCY CONTROL MODELING

A. Active Frequency Response Model

FRRs are becoming increasingly diverse, providing abun-
dant means for system frequency regulation. At present, a
frequency regulation system has been formed in interconnected
power systems, in which conventional units such as thermal
power units (TPU) and hydropower units (HPU) are used as



main resources for primary and secondary frequency regula-
tion, and gas turbine units (GTU), wind power units, photo-
voltaic units, and energy storage units are used as important
supplements. However, different FRRs have different response
characteristics. For example, hydropower units and gas turbine
units are affected by the water hammer effect and the air
hammer effect, respectively, which will lead to power inverse-
regulation during frequency response. Hence, there is a need
for active coordination among various FRRs in control.

The quantity of FRRs in a system is enormous, and detailed
one-by-one modeling can lead to an extremely complex model
that is difficult to solve. Based on the idea of equivalent
parameter modeling, an interconnected power system can be
divided into a number of centralized control areas. Then,
the resources of the same type within each control area are
equivalently aggregated, and the AFC model describing the
frequency dynamics of a certain area can be built, as shown
in Fig. 1.

To make full use of frequency regulation capabilities in
different areas under the STD characteristic, the area frequency
deviation is used as the control signal to respectively control
different FRRs within the area. Hydropower units also have a
large capacity and an inverse-regulation property, which may
reduce the participation of the HPU when the AFC method
is used. To ensure system stability and make full use of the
HPU, the HPU will be optimized and controlled uniformly

CSEE JOURNAL OF POWER AND ENERGY SYSTEMS, VOL. 11, NO. 3, MAY 2025

1
- APy 1
Ttm tm, (1c)
A‘/t,min,i S A‘/t,z S A‘/t,max,i (1d)
APtm,minﬂ' S APtm,i S APtm7maX,i (16)

And the state equation and the constraints on the HPU are
as follows:
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In the GTU, the state equation and the constraints are as
follows:
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Fig. 1. Active frequency control model for area <.
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With the development of new types of power systems,
resources such as wind power, photovoltaic power, and energy
storage that are connected to the grid through power elec-
tronic interfaces need to have frequency regulation capabilities.
In fact, the frequency regulation effect of virtual frequency
response (VFR) resources can be faster and more flexible
than that of conventional resources, which is limited by the
reserve of frequency regulation capacities. Considering the
droop control and reserve restriction of resources [28], the
state equation and constraint are as follows:

) 1 .
VER, Tvrr,iRVFR,i st TvFER,i vrR:  (49)
APYFR, min,i < APyrRr,i < APYFR, max,i (4b)

The state equation and the constraints of the tie-line power
deviation are as follows:
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System frequency deviations are related to the inertia, damp-
ing, unbalanced power, and power increment of each resource.
Currently, power imbalance in real power systems arises
mainly from permanent immense and short-term significant
power loss faults. Among them, permanent large power loss
faults lead to the largest amplitude of frequency drop and the
most serious consequences. For permanent large power loss
faults, this paper adopts step disturbance simulation, which
can describe many scenarios in real power systems, such as
generator outage, sudden load increase, new energy disconnec-
tion from the grid, DC blocking, and tie line disconnection.
The state equation and the operation constraints of the system
frequency deviation are as follows:

. 1
Afz: QH HAPtml+2HAPW1+2HAP
2H — TmAPT)i — TmAPL’i (78.)
Af; =Afa; (7b)
Afmin,i S Afl S Afmax,i (70)

It should be noted that frequency control resources in
different power systems are all different in composition, which
leads to the diversity of system frequency control models. For
real power systems, the control resources within an area may
be different from those shown in Fig. 1. For example, the

area may contain virtual inertia control resources or load-
side frequency regulation resources, etc., but this will not
necessarily lead to the failure of the proposed AFC model.
Specifically, any frequency control model that can be simpli-
fied to the form of the transfer function and linear constraints
can be incorporated into the proposed AFC model. Then, the
derivation can be carried out based on the method proposed
in this paper.

B. State Equation Discretization

After combining the above state equations, and merging
APy, ; into the state variables, the standard form of the
continuous state-space equation for area ¢ can be obtained:

yi(t) =

Ciz;(t)
where A;, B, and C; are the state matrix, control matrix and
observation matrix respectively, and their specific expressions
are shown in Appendix A. x;(t), y;(t) and w;(t) are the state
variable, control variable and output variable respectively:

x;(t) =

(8a)

[Afi APy APy AV AP, ,; APy,

AVy: AP;;AP,;r; AV,; AX.; APypr;
APr; APs; Af; APy, Af.)T (8b)
wi(t) = [ui(t) wasi(t) ws,(t)]" (8¢)

In order to accommodate real discrete control systems, a
multi-step improved control algorithm is adopted to achieve
optimal control, where two different sampling steps, T ; and
Tl2,i, are set. Based on the zero-order hold method, assuming
that u;(¢) remains unchanged during the sampling period, the
discretized linearized equations are as follows:

{wi[k+l] = Ap,irTijk + Br i rtiy) ,T=1,2 92)
Yilk+1) = Citipw)
AF71,7T _ eAle T
{BG,i,T Ay 1(AFJFT —D)B; ~

where Ay ; ; and Bg ;. are the discretized state matrix and
the control matrix; 7 is the step size number of MPC. This
paper takes two step sizes as an example, based on which any
method containing more step sizes can be derived.

The discretization results depend on the sampling step size,
but a larger sampling step size leads to lower computational
accuracy. Numerical problems such as model non-convergence
would arise when the sampling step size exceeds a certain
range. Typically, the maximum step size is closely related
to the minimum time constant of the system. In this paper,
the precise prediction interval and the additional prediction
interval are set respectively, where the control strategy is
mainly determined by the shorter step size in the precise
prediction interval, and is determined secondarily by the trend
prediction of the longer step size in the additional prediction
interval.

The bases for the selection of the two sampling step sizes
are different. The sampling step size in the precise prediction
interval has to meet the control precision requirements. As for
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the sampling step size in the additional prediction interval, the
larger it is, the better it will be. Since the problems examined
in this paper are on an electromechanical transient time scale, a
sampling time of 0.01 s can usually be selected for the precise
prediction interval. Since the larger the sampling time in the
additional prediction interval is, the greater the error will be,
its sampling time should be the maximum value within the
tolerable range. This value can be selected based on numerical
simulation, it can reflect the frequency change trend and cause
no numerical problem.

III. MSS-MPC ALGORITHM FOR AFC METHOD

In order to achieve an efficient and robust AFC method, the
LQR model is adopted [29]. By adding the additional predic-
tion interval based on multi-sampling step discretization, the
performance of the model predictive controller is improved.
Thus, the MSS-MPC algorithm for the AFC method based on
a multi-step-size LQR is proposed in this chapter.

A. Formal Transformation of Discrete State Equation

The control objective in each area is different. Therefore,
the AFC method with an MPC algorithm in different areas
is a comprehensive control problem involving the trajectory
tracking problem (tracking a certain target trajectory) and the
regulation problem (tracking the zero state value). To consider
frequency variation trends of other areas in the model, a linear
target state transfer matrix is introduced as follows:

Taifk+1] = ADirTdifk], T = 1,2 (10a)

where x4 ; -[x) is the control target at point k; Ap ; - is the
control target state transfer equation. Ap;, is a diagonal
matrix if the control target in the area is unchanged.

To increase the robustness of control and to smoothen the
control variables, input incremental control is introduced as
follows:

Uik) = Wik—1) + A (10b)

Substituting (10b) into (9a) results in:

Tifk+1] = AF,irZik) + BrirUik—1) + Brir A,
r=1,2 (10¢)

In summary, when (10a)—(10c) are combined, the extended
state equation is as follows:

Lij[k+1] L[k
Taifk+1] = | Td,ifk+1] | = AaFiir | Td,ifk)
Uik Ui [k—1]
+ Bagi,r Aty (11a)
where,
Arp,;» 0 Bag;- Bg,i,r
AaF,i,T = 0 AD,@',T 0 aBaG,i,‘r = 0
0 0 I I
(11b)

where I is the unit diagonal matrix.
Considering frequency dynamic trajectory tracking based
on (11), the control target error is introduced to convert the
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tracking problem into the regulation problem. Based on the
derived extended state equation, the error equation can be
written as follows:

€i[k] = Ti[k] — Ld,i[k]

Lilk+1]
I —1I 0] T4 ,i[k+1]
Wilk)

12)

= CaXa,i[k}

B. Cost Function Construction

The state equation is derived as the error form of the
extended state equation, from which a cost function is con-
structed to take into account the effects of both the precise and
additional prediction intervals. With the goal of minimizing
the control error and the control cost [30], the linear-quadratic
regulator cost function based on the extended state variables
and errors is constructed as follows:

J =
T 1 T
3 %ailk+N] i1 Tailor M) + 5 AUy vy B 1 Athifgey ny) +
1
iﬁcgﬂ-[;ﬁ]\/s] Sai2Taik+NS) T
Ni—1

1
Z [ i) Qai 1 Taiprr) + At Rin Atigg] +
1=0

2
NS—1

3 > iy Qai2Taifkry + Aty Ri 2 A o]
I=N1+1

1

(13a)

SaAi T = CaTSz TCa
- ’ —1,2 (13b)

T
Qa,i,‘r = CaTQi,TCa ’

where: J is the quadratic cost function, R; - is the cost matrix
of control variables, S; - is the end cost matrix, Q; - is the
operation cost matrix, IN; is the sampling frequency in the
precise prediction interval, Ny is the sampling frequency in
the additional prediction interval, and N .S is the total sampling
frequency. Let x = {R, S,Q} and x = {r, s, ¢}, and then:

Xi,m = diag(niml Ki T2 Hi7-,—7]\/‘7_), T = 17 2 (13C)

C. Cost Function Standardization

It can be concluded from (13) that the cost function contains
the state and control variables, which result in high dimensions
and complexity. To enhance the efficiency of the optimization
solution and to take into account both the system state and con-
trol constraints, a standard quadratic cost function expressed in
terms of control variables is derived, so that a well-established
QP solver can be used to solve the optimization problem.

Based on mathematical induction, the compact form of the
state equation of the precise and additional prediction intervals

is derived (as shown in Appendix B) as follows:
Xaith] = PiTaiminy + iUy (14a)

where,
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&, — [@,1] I — l:Fi,ll 0 } (14b)
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and where,
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(14e)
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N
AdF%lQ aGi,2 B,g,i2 B.c,iz2]

(141)
Iy =

- -2
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A2 AN By A%, AN B,
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ANl

Na
A aF,i,1
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aF,i,2 de’ial AaF%,i,ZBaG;ixl

(14g)

It can be observed that the equation is related to the input
sequence of the initial state, the precise prediction interval
and the additional prediction interval. Since the initial state is
known, the objective of the optimization solution is to obtain
the optimal control sequence. Based on the expressions of
Xa,ifk) and Uy}, the cost function can be derived as follows:

1 1
J = 53331- (k) QasiTaik| k] T iXiT[k] 12; Xin)

) Ny -
deZ-,l AaF i, 2AdF i,1

where,
£2; = diag(Qa,i,h ce Qa,i,l; Sa,i,l, Qa,z‘,2 ce Qa,i,z, Sa,i,2)
(15b)
¥, =diag(R;1, - R 1, Ri 1, Ri2--- Rz, R;3) (15¢0)

After (14a) is substituted into (15a), and the constant term
O.5m$i[k|k] (Qai + B 02;P;)x, i1 is ignored, the standard

form of the quadratic cost function is as follows:

min J = U[k]anz[k\k}+ U[k]HUl[k] (16a)

where Fj; and Hj ; are the coefficient matrices of the primary
and quadratic terms, respectively:

(16b)

F, =T,
H; = ET-QZ'E +9;

D. Constraint Condition Standardization
Consider the constraints based on the standard LQR form
shown in (16), and let the constraint be:
M nTa ik + Wi Ay < Bigkty)
l=0,---NS—-1
Mg nTaip+y < Bifkyg, L = NS
where M) and Wy are the constraint coefficient

matrices of the state and control variables, respectively; B;x]
is the constraint vector, where,

(17a)

0 -1 —Ulow
0 I Uhnj
Mty = | _p| Wi+ = | ¢ | Bitk+n = _:B:f;per
I 0 Lo upper
(17b)
M _ —I _ | —%Talow 17
ikt = | 1 | Bikns) = Tabigh (17¢c)

where T, lowers Ta,upper> Ulowers and Uypper are the upper
and lower constraints for the state and control variables,
respectively.

Based on mathematical induction, the compact form of the
constraints is derived (as shown in Appendix C) as follows:

Mo 55 + Mgy X + FUjy) < B (18a)
where
M Bilk)
v 0 2 ilk
Mg o | B Bk
0 Bilk+Ns]
Wi 0 . 0
0 Wiy O 0
F=| g 0 0 (18b)
0 0 0 Wikins—y
0 0 . 0
Mgy 0 0 0
Myy=| 0 Mgz O 0 (18¢)
0 0 0
0 0 Mijing

After (14a) is substituted into (18a), the standard form of
the quadratic cost function is as follows:

Meq Uiy < Bi + biTy [k)k) (19a)
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where,
Meq,i = Mz’[k]rz’ + F;
by = — (M + Mi[k]¢i)
The standard LQR optimization problem with constraints
considering multi-step-size prediction can be obtained by
combining (16) with (19). Based on the stepwise iterative

solution of the multi-step-size LQR algorithm based on the
QP solver, the MSS-MPC algorithm can be obtained.

(19b)

IV. MULTI-STAGE AFC METHOD

The AFC method is a specific means to deal with emergency
scenarios, and three issues should be considered:
1) Frequency Control Objective

Due to the STD characteristic of interconnected power sys-
tems, disturbed and undisturbed areas have different frequency
response delays, leading to different frequency dynamics.
Therefore, different frequency control objectives should be set
in different areas in a multi-area AFC system.

2) Tie-line Constraint

There is a predetermined power exchange plan for tie-
lines between different areas, and each dispatching agency
is responsible for its own frequency regulation. Therefore,
the original exchange scheme should be resumed as soon as
possible with necessary inter-area support.

3) Control Switching Strategy

With the application of the AFC method, the frequency
drop rate is suppressed. However, the AFC method should
be switched to the TFC method to restore the frequency
regulation capacity after the emergency period. Therefore,
the control switching strategy from AFC to TFC should be
considered.

In summary, the multi-stage AFC method with MSS-MPC
is shown in Fig. 2. Based on the disturbed and undisturbed
area control architecture, the multi-stage AFC method with
MSS-MPC is coordinated by the superior and areal dispatching
agencies. The areal dispatching agency is responsible for
developing control strategies in the dispatching area. The
superior dispatching agency is responsible for determining the
control objectives and exchanging interactive control informa-
tion among different areas. Based on the dynamic process of
frequency response, three stages should be considered for the
AFC method with MSS-MPC:

4) Rapid Frequency Decline

Before the frequency deviation reaches the nadir, the pur-
pose of both the disturbed and undisturbed areas is to suppress
the frequency drop in each area. Then, the control objective is
to reverse large frequency differences, which should be within
the deviation limit allowed by the system.

5) Rapid Frequency Rebound

Before the frequency deviation rebounds to the extreme
value, the purpose of disturbed area control is to restore its
own frequency, where the control objective is zero frequency
deviation. The purpose of the undisturbed area is to recover
the system’s frequency and tie-line power, where the control
objective is zero system frequency deviation and tie-line power
increment.
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Fig. 2. Three-stage AFC method with MSS-MPC.

6) Slow Frequency Recovery

After the frequency deviation rebounds to the extreme value,
active control is switched to passive control at an appropriate
time. The purpose of both the disturbed and undisturbed areas
is to ensure the stability of the system during the switching
process, and the control objective is to reduce the frequency
of disturbance arising from switching.

The details of the calculation for all phases in area ¢ are
presented below, and those in area j can be obtained by
analogy.

In order to achieve three-stage control, the control informa-
tion exchange between the superior dispatching agency and
the areal dispatching agency is important: updating the control
objectives set by the superior dispatching agency and the con-
trol information transmitted by the adjacent areal dispatching
agency, as well as the latest control quantity generated by the
areal dispatching agency and the frequency dynamic trend. So,
let:

Tife 1) (A i) = Afjrr (20a)

Due to different step sizes, the frequency variation of a
single step under the same slope may be different. To estimate
impacts of frequency dynamics in other areas on the control
strategy in this area, the average rate of frequency Af, j(r41]
is adopted to describe the trend of frequency variation, which
works by multiplying elements (15,17) in A,p; 1 and then
superimposing it on A f;;41). In the precise prediction inter-
val, let A,p;,1(15,17) = 1, and then A f, jfz41) is as follows:
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Afiens) — Afjm

N1+ 724N,

z[k+1 (Afa,] k:Jrl]) (20b)

Since the step size of the additional prediction interval
is Tyo;/Ta1,; times that of the precise prediction interval,
then in the additional prediction interval, A,p;1(15,17) =
Ta2,i/Tar -

During stage II, in order to achieve the control objective,
the control target and the target transition matrix are set as
follows:

H
Afairr1) = Afa 1) = _F;Afi[k]

J(n—1)x(n—1) _H2/H1
0 1

(20c)

Api1 =1, Aps = (20d)
where Afy is the control target of frequency deviation; the
target of area j is derived based on the inertia center frequency.
During stage III, to ensure smooth switching between AFC
and TFC, the smooth switching strategy is set as follows:

A fifx] At > TS

Afig + LITHSHIAfm
sh

where T,pyp is the simulation step size in stage III; Syyp is

accumulated simulation step in stage III; Ty, is the switching

delay constant; and A fi11 can be calculated by w;j ) — A fix)

at the moment of entering stage III.

Uilk|k] = (20e)

At < TS

V. CASE STUDY AND ANALYSIS

The superior performance of the proposed AFC method
with MSS-MPC is demonstrated in this section. Two cases
are established with a two-area interconnected power system
in MATLAB/Simulink:

1) In Case A, the AFC method with MSS-MPC proposed
in this paper, the AFC-MPC method, and the TFC method are
compared to verify the validity of the proposed method.

2) In Case B, the impacts of various parameters in the
proposed method are discussed, and then the direction of
further improvement of the method is discussed.

The frequency control model of a two-area interconnected
power system is shown in Fig. 3, and most of the parameters of
the model are derived from [16]. The main model parameters
are given in Appendix D, where the capacity of area A is
3 times that of area B. The capacity proportions of thermal
power, hydropower, gas power, and virtual control units in the
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r Control Targct
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Area dlspatchmg A Area d1spatchmg B

Fig. 3. Frequency control model of two-area interconnected system.

two areas are all 4:4:1:1. Besides, the parameters of area B
are given on the basis of the capacity of area A.

The frequency threshold of low-frequency load shedding is
set to 0.5 Hz. In area 1, the valve limit for TPU is +0.08 p.u.,
the incremental mechanical power limit for TPU and HPU is
40.1 p.u., and the incremental power limit for GTUs and VFR
resources is 0.01 p.u. Based on the capacity ratio of the two
areas, the parameter limitation of area B can be obtained.

A. Validation of the Effectiveness of AFC with MSS-MPC

To verify the effectiveness of the AFC method with MSS-
MPC, the AFC method with MPC and the TFC method are
compared. It is assumed that a power deficit disturbance occurs
in area A at time O s. The instantaneous interference power is
distributed between the two interconnected areas. Specifically,
the interference power distribution is set to 0.1 p.u. in area A,
and 0.4 p.u. in area B.

For TFC, the simulation step size is 0.01 s. For AFC with
MPC, the sampling step size is 0.01 s, N1 is 120, the control
objective of both areas in stage I is 0.01 p.u., the control
objective of area A in stage II is zero frequency deviation, the
control objective of area B in stage II is zero power deviation
on tie-lines, and the switching strategy in stage III is the time
when the frequency rebounds to the extremum or zero.

For AFC with MSS-MPC, the shorter sampling step size is
0.01 s, N1 is 10, the longer sampling step size is 0.1 s, N2 is
11, the control objective of both areas in stage I is 0.01 p.u.,
and the control objective of area B in stage Il is zero frequency
deviation and zero tie-line power deviation; in stage III, Ty, is
10 s and the switching strategy time is 8.5 s. In summary, the

control parameters of AFC with MSS-MPC are set as follows:
Ri,'r = dlag(L 1, 1)

Stage I: < S, - = (1,0,---,0) T7=1,2,i=1,2.
Qi,‘r = dlag(17 07 e 70)
Ri,T = dlag(L 1, 1)

Stage II: < S, - =(1,0,---0.1,0,0,0,0,0)

Qi,T = dlag(1707 50>
F=1,2i=1,2

The system frequency deviation, the total incremental pow-
ers of different areas, the support powers of tie-lines, the
incremental power of each FRR, the incremental power of the
secondary FRR, and the control signals in different areas with
different frequency control methods are shown in Figs. 4-7.

It can be concluded from Fig. 4 that the AFC method with
MSS-MPC demonstrates superior performance in mitigating
frequency drops and rapidly recovering frequency deviations
in the disturbed area, which can provide improved frequency
support. Specifically, in stage I, comparable performance
is observed in AFC with MSS-MPC or AFC with MPC.
However, the maximum frequency deviation is reduced by
approximately 0.12 Hz compared to that with TFC, indicating
an improvement of 31.57%. In stage II, the AFC method with
MSS-MPC addresses both the frequency deviation and the
power recovery on the tie-lines in the undisturbed area. Then,
compared to TFC and AFC with MPC only considering the
tie-line power constraint, the maximum frequency deviation
decreases by 0.12 Hz, indicating an improvement of 52%. In
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Fig. 4. Frequency deviation curves. (a) Area A. (b) Area B.

stage III, a smooth active-passive control switching strategy
is employed in the AFC method with MSS-MPC, resulting
in a frequency disturbance of less than 0.02 Hz compared
to AFC with MPC, avoiding the risk of additional frequency
disturbances and indicating an improvement of 10 times. It
should be noted that the frequency deviation is over O for
2.41 s with the maximum frequency deviation of 0.16 Hz in
the undisturbed area B, which is lower than the maximum
positive frequency deviation value set in this study.

It can be concluded from Fig. 5 that the AFC method
with MSS-MPC enhances the rates of power increase of both
the disturbed and undisturbed areas, thereby strengthening the
ability of the undisturbed area to support the disturbed area
with power. Specifically, a rapid and significant increase in
power may result in frequency overshoot or tie-line power
overload. To keep the frequency and the tie-line power within
the allowed range, the AFC method significantly changes the
direction of the power during regulation, resulting in notice-
able additional frequency disturbances after the first swing.
Compared to the TFC method, the AFC method with MSS-
MPC demonstrates a stronger capability in suppressing these
additional frequency disturbances. Then, the power increment
in the undisturbed area can be maintained at a higher level for
a longer period, indicating stronger power support from the
tie-line power. However, the AFC method with MSS-MPC
increases the power output of primary frequency regulation,
and the power increment of secondary frequency regulation
is relatively low and even negative but gradually recovers
after switching to passive control. Therefore, future research
will focus on AFC further, with both primary and secondary
frequency regulation coordinated.

It can be concluded from Figs. 6 and 7 that the AFC with
method MSS-MPC is more effective in allocating frequency
control resources to different areas. Specifically, in order to
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quickly suppress the frequency drop during the early period of
the disturbance while minimizing the controller cost, the AFC
method with MSS-MPC prioritizes maximizing frequency con-
trol resources with faster response compared to TFC. The AFC
method with MSS-MPC is more efficient in utilizing flexible
resources such as GTUs and VFR resources and reduces the
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Fig. 6. Incremental power variation of different FRRs. (a) Area A. (b) Area B.

inverse-regulation of GTUs and HPUs in the disturbed area.
In the middle and late stages of the disturbance, the output of
the conventional units gradually increases, progressively dis-
placing the power output from GTUs and VFR resources. The
AFC method with MSS-MPC better accommodates the active
power regulation time requirements of flexible resources.

B. Discussion and Analysis of Key Parameters

As analyzed in the previous section, the AFC method
with MSS-MPC proposed in this paper demonstrates superior
performance in active control. This improvement is attributed
to the enhanced MSS-MPC algorithm and the optimized
switching strategy. In addition, the AFC method with MSS-
MPC significantly improves the solution efficiency compared
to the TFC method. This section will discuss and analyze
the key parameters, such as step size and switching delay, to
clarify the advantages and limitations of this study and thus
provide directions for future research.

1) Impact Analysis of Forecast Interval Step Size Setting

Low computational efficiency is a key challenge limiting the
application of MPC algorithms, with step size being a critical
factor influencing computational complexity. In MPC strategy
formulation, a smaller step size can improve decision accuracy
but also increase model complexity. In turn, computational
efficiency can be enhanced by using larger step sizes, but
the maximum step size is constrained by the real frequency
response model.
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Fig. 7. Control signal variation. (a) Area A. (b) Area B.

Frequency variation curves of different step sizes are shown
in Fig. 8 by simulating the frequency response model based
on the parameters in Case A. As the simulation step size
increases, the simulation accuracy gradually decreases, and the
number of steps that can maintain high accuracy decreases
accordingly. The additional prediction interval is required
to reflect the approximate trend of frequency variation but
to improve reliability, and it is still advised to reduce the
number of additional prediction steps when larger step sizes
are selected. In Case A, when the maximum step size is set
to 0.2 s, the prediction horizon can exceed 10 steps. However,
when the maximum step size is set to 0.3 s, it is preferable
to limit the prediction interval to less than 7 steps. The step
sizes and prediction intervals used in this study are determined
through simulation experiments, but further research is needed
to enable the adaptive selection of these parameters.

To validate the computational efficiency of the proposed
algorithm, different prediction intervals are set to compare the
solving efficiency of the AFC method with MPC and the AFC
method with MSS-MPC, as shown in Table I. The results
show that the computation times of both methods increase
with the prediction interval. However, for the same prediction
interval, ranging from 0.8 s to 1.6 s, the computational time
of the improved AFC method with MSS-MPC is 27, 36, and
56 times shorter than that of conventional AFC methods with
MSS-MPC, respectively. This demonstrates that the longer the
prediction interval, the more obvious the advantage of the AFC
method with MSS-MPC will be.

2) Impact Analysis of Switching Moments and Delay Con-
stants

Due to the more aggressive advanced control adopted by the
AFC method, a large amount of power will be increased in the
early stage of control to suppress the frequency drop. Subse-
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TABLE I
PERFORMANCE OF THE SYSTEM AT EACH PREDICTION INTERVAL

Length of prediction interval

S08s >12s S16s
Conventional ftfd‘““’“ 80 120 160
AFC COII)n utation
-omp 274 s 617 s 1651s
time
Purposed gr:d“:“o“ 16(8+8) 21(10+11) 30(15+15)
AFC Colr)nputation
time <10s <17 s <29 s

quently, in order to prevent frequency overshoot, fast response
resources will be controlled to reduce the additional power.
Based on this understanding, when the frequency rebounds
from the minimum to zero, it may still be rapidly changing.
If passive control is suddenly applied at this moment, it may
create a new power imbalance, leading to anomalous frequency
fluctuations.

To verify the effect of the active-to-passive switching mo-
ments and delay constants on frequency variability, simulations
are performed using the same switching moments but different
delay constants. As shown in Fig. 9, it indicates that the
later switching occurs, the additional frequency disturbance
induced by switching will be smaller. Moreover, for the same
switching moment, a longer switching delay results in a
smaller additional frequency disturbance. In this study, the
switching strategy parameters are selected through simulation,
and the proposed switching strategy is demonstrated by the
analysis above. However, its effectiveness is related to param-
eter selection, which is within a certain range only. This topic
will not be further explored. More in-depth exploration will
be conducted on the selection of switching functions and the
optimal solution of switching parameters in the future.
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VI. CONCLUSION

In this paper, the wide-area AFC method with MSS-MPC is
proposed to address the limitations of existing AFC methods in
terms of solution efficiency and control effectiveness. Three-
stage control for the AFC method is improved, and the key
parameters are discussed. The main conclusion is as follows:

1) The proposed MSS-MPC algorithm based on multi-step-
size LQR can utilize both shorter and longer step sizes to en-
sure solution accuracy and significantly enlarge the prediction
interval. It can conduct advanced decision-making on a larger
time scale with fewer steps only. Compared with conventional
AFC methods, it is easier to overcome the resource inversion
characteristic and improve solution efficiency by tens of times.

2) The proposed three-stage AFC method with MSS-MPC
achieves an iterative solution and target information exchange
based on two-level scheduling and reduces additional fre-
quency disturbances by using active-passive smooth switch-
ing functions. Compared with conventional AFC methods,
the power allocation of FRRs is more reasonable, and the
frequency suppression and recovery control effects are better.

3) The algorithm parameters of the AFC method with MSS-
MPC can be obtained through simulation. Within a certain
range, the larger the additional prediction step size is, or the
smaller the number of steps at the same prediction interval, the
lower computational complexity will be; the larger the active-
passive smooth switching time and delay constant, the smaller
the frequency disturbance arising from switching will be.

In summary, this paper verifies the feasibility of the AFC
method with MSS-MPC. Further research will be conducted
on MPC algorithms with more step sizes or adaptive variable
step sizes, as well as AFC techniques based on other forms
of improved MPC.
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APPENDIX

A. Appendix A

The expressions of state matrix A; and control matrix B;
are as follows:
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B. Appendix B

The compact form of the state equation for the precise
prediction interval and the additional prediction interval is
derived using the inductive method, and the process is as
follows.

According to (11), within the precise prediction interval, at
the k£ + 1th moment:

Toilk+1]k] = AaF,i,1Ta,ifk|k] T Bac,i,1 AUijk|k) (B1)

the k& + 2th moment:

Tailkt2/k] = AaF.i1Tafk+1k] T Bac,i 1 Aifky1)k)
2
= AJr i 1Ta k] T AaF,i1Bac i, 1 AUk k]

+ BaG,i,1 A4 1)x) (B2)

the k + 3th moment:

Toilk+3|k] = AaF,i,1Ta,ifk+2(k] T Bac,i 1 AUikyo|k)
3 2
= Alp.i1Ta,ilklk) T AGr,i,1Bac,i1 Atk
+ Aar,i1Bac i1 AUtk

+ Bag,i,1 AU 12k (B3)

Therefore, according to mathematical induction, at the k +
N7th moment:
T ikt Ny k] = AaF,i,1%a,i[k+ N1 —1)k] T Bac,i, 1 AU n, —1]k]
= AR iaTaik) + AR5 1Bac.ia At
+ Ai\;};ﬁBaG,LlAui[k#»l\k] + e
+ Aur,i1Bac,i 1 A4 N—2|k]
+ Bag,i,1 AUt N—1]k] (B4)
Also according to (11), within the additional prediction
interval, at the k + N7 + 1th moment:
T ifk+ N1 +1k] = AaF i 2Taifk+N, k] T BaG,i,2AUi[k+N(i]|3k]5)

the k£ + N; + 2th moment:



La,ilk+N1+2|k]

= AuF,i 2T i(k+ Ny +2/k] T Bac,i 2 AWk N, +2|k)

= Alp 9T ikt N k] + AaF.i,2Bac.i 2 AWkt N, k]
+ BaG,i 2 AWk Ny 41]k] (B6)

the k£ + Ny + 3th moment:

La,i[k+Ny+3|k]
= AuF.i2Takr N, +2/k] T BaGi 2 AUk N, 12/1]
3 2
= Ajp i oTalk+ Ny k] T Ao i 2Baci 2AU kN, k)

+ Aar,i,2Bac,i 2%y N, 1118 T Bag,i 2AUR N, 12/k)
(B7)
Therefore, according to inductive method, at the k + N; +
Nsth moment:
La,i[k+NS|k]
= A;\%,i,Qwa,i[HN”k] + Auri2Bac,i 2 AU N, k)
+ Bag,i 2 AWy Ny +1]k)
= A;Vfg,m
+ AR AN I Bac i Aty +

Ni—1

Nl N2
AR i1%aifklk) + AGE 2 Aarr Bac1Aujg

+ AN 5 Aur i1 Bac it AN, )i

+ AN 5 BaG.i Atifk N, 1]

+ AN T3 Bac i 2k N, 1)

+ Aajx\]g,ngaG,i;QAu[kJerJrl\k} 4

+ Aur,i2Bac,i 2 AU+ Ns—2|k]

+ Bag,i, 2 AUk NS—1]k] (B8)

When (B1)-(B8) are combined, the form shown in (14) can
be deduced.

The following is to prove the correctness of the inductive
results based on mathematical induction. Since the processes
of using the inductive method twice in Appendix B are the
same, only mathematical induction is used here to prove the
correctness of (B1)—(B4), which can be directly applied to the
proving of (B5)—(B8). For (B1)—(B4), the following problems

exist:
Given

Toifk+1|k] = AaF,i1Taik|k] + Bac,iiAuiny  (B9)

A9 0 Q<1
At AaQF,i,l Q=>1
0 Z <0

B10
750 (B10)

Aui[k+2\k] = {

Prove that

Aui[k+Z|k]

La,ilk+N k]
= AuF i 1Tailk+ N1 —1|k] + Bac,i, 1 AUy N, —1]k)
= Ai\g’i71$a,i[k\k] + AiVFlﬁBaG,mAui[k\k]

+ AivFl,ﬁBaG,i,lAui[kJruk]

+ o+ Aari 1 Bac,i 1 AWk N, —2)k]

+ Bac,i, 1 AUk N, —1]k) (B11)

The proving process is as follows:
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1) When Ny = 1, thus
T ilhr1lk] = Anp i1 Taifkik] T Ap i1 Bac,i1 At
+ AgFl,mBaG,i,lAUi[kH\k]
+ 0+ Aarin Baci 1 Aty o)k
+ Bag,i,1 AUk N, 1]
(B12)

2) The Proving Process Is as Follows: Assume That When
Ni =7 (r>1and r € NT), the following equation holds:

= Aur,i1Taik|k] + Bac,i 1 Ak

Lailk+r|k] = AaF,i,lma,i[k+r71|k] + BaG,i,lAui[kJrrfl\k]
= Alp i1 Taipki] T Alp i1 Bac.in At
+ AQEEJBaG,mAUi[Huk]
+ o+ A1 Bac,i t AUilgpr—2|k)
+ Bac,i, 1 AUy r—1|k) (B13)
3) And When N1 = r+1,
T ifktr+1k] = AaF,i,1Taifkr|k] T Bac,i, 1l AWk pr|k]
(B14)
By substituting (B13) into (B14), and we obtain

T ifktr+1k] = AaF i 1Tailkt+r|k] T Bac,i,1 AWk pr|k]
T
Adri1 Tkl
b
+A 5 1Bac,i 1 Ak

r—2
= Aupin +AaF,i71BaG,i>1Aui[k+1|k]

+Aar i1 Bac i, 1 Ak —2|k]
+Bac,i 1 A4 r—1|k]

+ Bag,i, 1 AUifjtr (k]
= AL i)+ Al Bac.ia At
+ AgiliJBaG,i.,lAUi[Hl\k]
+ o+ Aari 1 Baci 1 AUk 1)k
(B15)

In conclusion, by mathematical induction, it can be known
that for any N; € NT, the following formula holds:

+ Bag i, 1 AUifjtr (k]

T ikt Ny k] = AaF i 1%a,i[k+ Ny —1|k] T Bac,i 1 AUk, — 1]k
= Ai\;},iJwa,i[k\k] + Ai\%ﬁBaG,mAUi[k\k]
+ A]a\],;};?BaG,i,lAui[}g.»,_Hk] + e
+ Aar,i,1Bac i, 1 A N, —2(k]
+ Bac,i, 1 AUk N, —1]k) (B16)

Proving is completed.

C. Appendix C

The compact form of constraint (17) is derived based on
the inductive method, as follows:
According to (17), within the precise prediction interval, the
constraint condition can be written as:
M@ i)k + Wik Awiprg < Bik

M) Taifk1ik] + Wi+ 11 A%k < Bifk+1)

My NTaikr Ny k) + Wik N AU vy k) < Blrg v
(C1)
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