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Abstract—As load and renewable penetration continue to grow, 

optimal placement and sizing of substation is becoming 
increasingly important in distribution system planning. This 
paper presents an improved methodology to solve the substation 
siting and sizing problem based on geographic information and 
supervised learning. The proposed approach can optimize the 
locations, capacities, power supply ranges of substations with 
minimum investment and annual operation cost. Capital cost of 
land adds complexity and difficulty to the substation placement 
problem, especially for highly developed urban areas. This paper 
presents a theoretical framework to determine the optimal 
location of substations considering the cost of land. The 
state-of-the-art parallel computing techniques are employed so 
that co-optimization for substations of multiple voltage levels can 
be directly conducted in a computational efficient way. Case 
studies are presented to demonstrate the effectiveness of the 
proposed approach. 
 

Index Terms—Distribution network planning, substation siting, 
substation sizing, GIS, parallel computing, cost of land. 

I. INTRODUCTION 

China Southern Power Grid (CSG) operates one of the 
world’s largest and most complex AC and DC hybrid power 
grid [1]. In recent years, with continuous increase in load and 
renewable penetration within CSG’s footprint, the need for 
accurate and intuitive distribution planning tools continues to 
grow. Towards this end, a comprehensive Distribution 
Planning Package (DPP) has been developed at CSG-EPRI 
based on the geographic information system (GIS). 

Distribution network planning refers to the process of 
determining major projects required to meet future load while 
maintaining system reliability criteria, with minimum 
investment and operational cost. It determines the optimal 
location, capacity, power supply range for each substation, and 
feeder number and routing. Typical planning model involves a 
huge number of variables, many of which are binary and 
nonlinear, and its solution, due to computation time required, 
can only be solved approximately or through heuristics. In its 
most complete form, the problem reduces to a nonlinear 

integer-programming problem, with a cost function including 
the capital cost of new equipment, losses in the network and 
O&M costs. In general, it is very difficult to guarantee that the 
solution found is the global optimal solution and trade-off is 
always needed between computation time and quality of the 
solution [2]. This paper focuses on the optimal placement and 
sizing of substation and discusses the major challenges 
encountered during the development of DPP. 

Extensive research has been conducted in the field of optimal 
substation siting and sizing. In general, existing solutions can 
be divided into three major categories: mathematical 
optimization [3]-[4], intelligent optimization [5]-[6], and 
heuristic optimization [7]-[10]. Mathematical optimization 
models usually have strict optimality but are very difficult to 
solve when the size and complexity of the system grows 
substantially. In recent years, a growing number of intelligent 
optimization techniques have been applied to solve this 
problem. Simulated annealing algorithms have been applied to 
determine substations’ location, capacity, and regional division 
with relatively good solution quality [11]-[12]. However, these 
approaches can hardly handle large-scale problems with 
reasonable computation time due to parameter selection and the 
various annealing requirements. Tabu search algorithms have 
also been applied to tackle the problem, as discussed in 
[13]-[14]. Besides computational inefficiency and slow 
convergence rate, these methods also suffer from low solution 
quality as they can easily get trapped in local solutions due to 
limited searching capability. Some Genetic Algorithms (GAs) 
are proposed in [15]-[16], and again these approaches typically 
suffer from uncertainty in computation time. 

Another important factor which has been neglected in most 
existing literature is the cost of land, which becomes 
increasingly expensive in developed urban areas and starts to 
account for a significant portion of the total investment 
[17]-[19]. In addition, although GIS has been used in many 
power system applications, unfortunately distribution system 
planning is typically not among them. In practice, modern 
distribution system planning requires extensive details which 
takes significant amount of development efforts to handle. 
Without considering geographic information, substation 
locations, more often than not, may be placed in infeasible 
regions, such as in the middle of lakes, on mountains, on 
buildings, or in areas with very high land cost. This paper 
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presents a computationally efficient methodology to handle 
land cost in the substation siting problem. Assisted with GIS, 
the proposed approach is capable of modeling feasibilities of 
regions in the substation siting and sizing process and generates 
better solution as compared to existing approaches. Further, the 
state-of-the-art parallel computing technique can be used so 
that co-optimization for substations at multiple voltage levels 
can be directly conducted in a computationally efficient way. 
The proposed approach is also easy to implement with 
numerical stability. 

The remainder of this paper is organized as follows. Section 
II discusses the substation siting problem with various types of 
constraints considered. Section III presents the substation 
sizing algorithm and the solution process of DPP. Two case 
studies are presented in section IV while conclusions are drawn 
in section V. 

II. GIS BASED SUBSTATION SITING ALGORITHM 

This section presents the substation siting and sizing problem 
with various constraints considered as well as the proposed 
algorithm. The discussion starts with a simple single-substation 
placement problem and then generalizes its solution process to 
the case of multiple substations. 

A. Single Substation Siting with Constraints 

Assuming there are a total N loads in the system, with the ith 
load Li located at coordinate (xi, yi) consuming power Wi. 
Objective function of the single substation placement problem 
is to minimize a weighted distance/cost function d(x,y) defined 
as: 

݀ሺݔ, ሻݕ ൌ෍ቀ ௜ܹඥሺݔ െ ௜ሻଶݔ ൅ ሺݕ െ ௜ሻଶቁݕ

௡
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Without considering cost of land, the optimal location of this 
substation in 2-D space, (xq, yq), can be obtained as: 

݀൫ݔ௤, ௤൯ݕ ൌ ݉݅݊	൫݀ሺݔ, ሻ൯ (2)ݕ

It can be proved that d(x,y) is a convex function with a global 
optimum satisfying: 
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An iterative approach can be utilized to solve (3)-(4) based on a 
set of given initial estimates using: 
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where x(k) and y(k) are values of coordinates, x and y, at the kth 

update, and ݀௜
ሺ௞ሻ ൌ ඥሺݔሺ௞ሻ െ ௜ሻଶݔ ൅ ሺݕሺ௞ሻ െ ௜ሻଶݕ . Note that 

speedup factors and Matrix Splitting techniques can be 
employed to speed up and parallelize the solution process. 

With a line constraint, the corresponding objective function 
becomes: 
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Assuming the optimal solution without this line constraint is 
(xp, yp), there are two possibilities for this constrained problem. 
If ܽݔ௤ ൅ ௤ݕܾ ൒ ܿ , the optimal solution is (xp, yp) itself; 
otherwise, it can be proved that the optimal solution must be on 
the line as the objective function d with line constraint is still 
convex. For the second case, solution of the problem can be 
found, again, using an iterative approach: 
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where β=a/b, and 
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In the rare case that b=0, solution of the problem can be 

obtained as: 
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where ݀௜
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A similar observation can be further extended to the case 
with a line segment constraint. If the optimum (xp, yp) obtained 
without considering the constraint is not on the line segment, 
then the point on the line segment which is closest to (xp, yp) 
should be the optimal solution. Otherwise, if (xp, yp) is on the 
line segment, then (xp, yp) is the solution. 

A more complicated case is the polygon constraint. A 
polygon constraint is typically defined by a set of vertices. 
Assuming we have a polygon with m vertices, with coordinates 
of (p1, p2, ..., pm). This polygon can either be a convex polygon 
or a concave one. Except for the vertex, any edge of the 
polygon cannot intersect with any other edges, and each vertex 
connects two edges. The solution process to the single 
substation placement problem with polygon constraint can be 
divided into several steps. The first step is to find the optimal 
location, p0, without any constraint. If p0 lies within the polygon, 
then p0 is solution of the problem. Otherwise, it can be proved 
that the solution must lie on the edge/boundary of the polygon. 
Therefore, the solution process can be decomposed into m 
sub-problems, each of which is to solve the placement problem 
with line segment constraint. Upon solving the m sub-problems, 
the optimal solution can be obtained by comparing values of the 
objective functions of the m sub-problems. The one with the 
minimum value is the optimal solution of the original problem. 
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B. GIS-based Single Substation Siting 

When geographic information is not considered, a substation 
basically can be placed/built anywhere within the planned area 
as long as the spot gives the lowest total cost. When geographic 
information is considered, as certain regions within the planned 
area are taken, the siting algorithm has to avoid these areas. 
There are also areas that cannot be utilized, such as lakes, rivers, 
canyons, etc. The substation siting algorithm must avoid these 
areas as well. When setting up the mathematical models, the 
aforementioned constraints can be modeled as regions with 
different land prices. To stay away from one particular region, a 
very high land price can be assigned to it. In addition, ordinary 
areas can also be distinguished by land prices. For example, if 
we want to avoid the central business district, we can assign a 
very high land price to it; otherwise, if we prefer to place the 
substation close to an industrial area, we can make the 
corresponding land price negative. 

With geographic information considered, the simplest case is 
to divide the planned area with one line, such as low land price 
in the south and high land price in the north, as shown in Fig. 1. 
If the optimum obtained without considering land cost is 
located in area II, then this point is the global optimum. 
Otherwise, if the optimum without considering land cost, p1, is 
located in the north, then we can solve the problem again with 
line segment constraint (the boundary) to find the optimum p2. 
Assuming the land costs of area I and II are L1 and L2, 
respectively, if ݀ሺ݌ଵሻ ൅ ଵܮ ൏ ݀ሺ݌ଶሻ ൅  ଶ, then p1 is still theܮ
global optimum with land cost considered; otherwise, p2 is the 
global optimum. 

 

Fig. 1 An illustrative example for GIS-based substation siting 

Further, a planning region may be divided into many pieces, 
each with a different land price. For example, Fig. 2 shows a 
planning area which is divided into five pieces. Without loss of 
generality, we assume that a planning area is divided into m 
pieces and costs of constructing the same-sized substation in 
these sub-areas are (L1, L2,…,Lm). As each land can be modeled 
as a polygon, we can apply the aforementioned algorithm for 
polygon constrained single substation siting for each of the m 
lands to obtain the local optimum for each sub-problem, 

denoted by ሺ݌ଵ, …,ଶ݌ ,  ௠ሻ, and the corresponding d’s, denoted݌
by ሺ݀ଵ, ݀ଶ,… , ݀௠ሻ. We can then evaluate the total cost for each 
sub-problem by adding the distance cost, which is d, and the 
corresponding land cost, as: 

ܿ௜ ൌ ݀௜ ൅ ௜ (12)ܮ

where ݅ ൌ ሺ1,2,… ,݉ሻ. 
Among all the ci’s, we can select the smallest one, denoted as 

ck, where ܿ௞ ൌ minሺܿ௜ሻ, and therefore ck is the global optimum 
for the planning area with land cost taken into consideration. It 
is noted that this solution process includes solving multiple 
sub-problems which are independent to each other, and 
therefore parallel computing can be applied to speed up this 
process. 
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Fig. 2 A general case of GIS-based substation siting 

C. GIS-based Multiple Substation Siting 

Similar to the single substation siting problem, objective of 
multiple substation siting is to find locations of M substations 
for N loads so that the total investment can be minimized. The 
objective function becomes: 

݉݅݊෍ቌ෍ ௜ܹܽ௜௝݀௜௝
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where pj is the location of the jth substation, dij is the distance 
between the ith load and the jth substation, ௜ܹ is the weight of 
the ith load, and aij indicates the connectivity between the ith 
load and the jth substation. Variable aij is 1 if substation j 
supplies power to load i, and 0 otherwise. Variable L is a 
function of the geographic information, cj is capacity of 
substation j, and B is the construction cost of substation j. 

Although this problem is NP-hard and it’s very difficult to 
get its global optimal solution, a reasonably accurate solution 
can be obtained using the proposed iterative approach. The 
proposed approach divides the substation siting problem into 
two sub-problems, which can be solved in an iterative way, as 
shown below: 

Step 1) Select M substations and assign N loads to these 
substations. Each load can be connected to only one substation. 
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The objective of the assignment is to minimize the following 
objective function: 
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Step 2) For each group of loads, calculate their centroid 
subject to constraints based on geographic information. Update 
the location of the corresponding substation and then go back to 
step 1.  

Step 3) Continue solving 1) and 2) iteratively until 
convergence is reached. 

III. SUBSTATION SIZING ALGORITHM 

A. Load Clustering using Semi-Supervised Learning 

The load clustering problem is essentially to group the loads 
according to their characteristics (size, geographical location, 
etc.). Clustering analysis or classification is one of the most 
popular machine learning problem. For classification, the input 
training data is characterized by a label. The essence of the 
learning process is to find the relationship between features and 
labels. Semi-supervised learning (SSL) is a key problem in the 
field of pattern recognition and machine learning. This section 
presents a semi-supervised learning approach and discusses its 
application in load clustering. 

Given a set of n loads and their locations (x1, x2,…, xn), the 
objective of the load clustering problem is to divide loads into k 
(k≤n) clusters, denoted by S={S1, S2,…, Sk}, so that the sum of 
all distances between each load and its corresponding centroid 
 :s is minimized, defined as’ߤ

arg݉݅݊෍෍ ,ݔሺݐݏ݅݀ ௜ሻߤ
௫∈ௌ೔
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Note that distance function dist(.) can have different forms. 
The most popular clustering algorithm is the k-means algorithm, 
which belongs to unsupervised learning. As it’s unsupervised, 
k-means is not reliable and convergence starts to become an 
issue as the number of sample increases [21]. In addition, 
k-means is very sensitive to initial seeding, as demonstrated by 
Fig. 3. 

 

(a) Initial seeding        (b) Clustering result 

Fig. 3 An illustrative example showing sensitivity of K-means to initial seeding 
[21] 

It is observed that by carefully selecting the initial seeds and 
supervising the clustering process, limitations of 
aforementioned algorithm can be overcome and satisfactory 
clustering results can be obtained. To solve the convergence 
problem, we tested the k-means++ [21] and the bisecting 
k-means methods [23]. The k-means++ algorithm is an 
extension of the k-means algorithm. The basic idea of this 
algorithm is that by carefully selecting the initial seeds 
(centroids), convergence can be sped up and better results can 
be obtained as measured by the Sum of Square Errors (SSE), 
which is the sum of the squared difference between each 
sample and the corresponding cluster’s centroid. The steps used 
are listed below: 

1) Step 1: Randomly select a load as the first centroid for load 
cluster S1 from all loads, denoted as µ1. 

2) Step 2: Calculate the Euclidean distance dist(.) between the 
remaining loads and µ1, denoted as (d1, d2, …di,…). Let D(xk) 
be the furthest distance between xk and the existing centroids 
so that D(xk)=max{d1, d2, …di,…}.  

3) Step 3: For all the remaining (non-centroid) x’s, select the one 
that has the largest [D(xk)]

2 and make it a new centroid. 
4) Step 4: Go back to step 2 if number of the selected centroids 

has not reached the number desired; otherwise go to step 5. 
5) Step 5: Use the k-means algorithm to cluster the loads with 

the selected centroids as the initial seeds. 

The bisecting k-means algorithm is a straightforward 
extension of the k-means approach. The basic idea of the 
bisecting k-means is to first split the entire system into two 
clusters using the k-means algorithm and then choose the worse 
cluster (in terms of the SSE) and split it into two new clusters. 
Repeat this process until the number of total clusters meets the 
target. Bisecting k-means guarantees the convergence of the 
clustering process since, in each step, the algorithm only splits 
the cluster into two. 
 

 
Fig. 4 Performance comparison between different load clustering algorithms 

Performance of the three clustering algorithms has been 
tested numerically and their performance are compared as a 
function of number of clusters, as shown in Fig. 4. Note that the 
y-axis in this figure is on logarithm scale. The proposed 
algorithm based on k-means++ has the best performance in 
terms of SSE. 



AUTHORet al.: TITLE IS LIMITED TO 50 WORDS 5

Assuming a total of Nc clusters are obtained with each cluster 
represented by St (t=1,2,…,Nc), the SSE is calculated as: 

ܧܵܵ ൌ෍ ෍ ฮݔ௝
ሺ௧ሻ െ ሺ௧ሻฮߤ
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where ݔ௝
ሺ௧ሻ is location of load j which belongs to cluster St, and 

 .ሺ௧ሻ is centroid of cluster Stߤ

 
Fig. 5 Load clustering using the k-means++ algorithm [22] 

B. Substation Sizing 

In addition to supervising the centroid selection process, the 
clustering algorithm needs to ensure that the total capacity of a 
single load group cannot exceed capacity of the corresponding 
substation. Therefore, the load clustering approach needs to 
consider the total capacity of each substation. As the 
k-means++ clustering algorithm itself does not consider the 
capacity at each substation, we further improve the k-means++ 
algorithm to incorporate this factor. Assuming that the capacity 
of the substation(s) under planning is a series of discrete values, 
the maximum capacity is cmax, and the improved load clustering 
algorithm is below. 

1) Regardless of the capacity constraints of substations, 
apply the k-mean++ clustering algorithm to divide N loads into 
M groups. 

2) Traverse each group and select the substation capacity for 
each group of loads. The selected substation capacity should be 
one of the discrete values that is greater than the total load of 
each group. If the total load of each group is lower than cmax, the 
algorithm ends. 

3) If the total load of a group exceeds the capacity of a 
substation, sort loads of this group according to their distances 
to the substation. Remove loads from this group one by one 
starting from the farthest load, until the sum of the remaining 
load falls below the capacity of the substation. 

4) Cluster loads that are removed from step 3). These loads 
can only be allocated to clusters whose total load is well below 
the capacity of the corresponding substation.  

The proposed clustering algorithm does not require uniform 
load distribution. When the load distribution is extremely 
uneven, the proposed load clustering algorithm can determine 
the substation capacity required for each load group according 
to its density without the need to specify the capacity of each 
substation in advance. This is also an advantage of the proposed 
algorithm as compared to existing approaches. 

In practice, capacity of a substation is typically not chosen 
arbitrarily but instead from a lookup table. Given the total load 
of a group, b, determining the combination of substations to 
satisfy the load is a knapsack problem or rucksack problem, a 
problem in combinatorial optimization. Given the rated 
capacities of N substations and their construction costs (a1, c1), 
(a2, c2), …, (an, cn), the objective is described below: 

݉݅݊ሺ෍ܿ௜ݔ௜

௡

௜ୀଵ

ሻ 

subject to       ∑ ܽ௜ݔ௜
௡
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This is essentially a bounded knapsack problem with limited 
searching space. According to the capacity of each substation 
and the total load, the following relationship exists for the kth 
substation. 

0 ൑ ௞ݔ ൑ ܾڿ ܽ௞⁄ (18) ۀ

and the upper limit for the search space is: 
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௡
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In general, this problem can be solved through mixed-integer 
linear programming (MILP) but its performance is not always 
satisfactory in terms of computational efficiency and memory 
cost. In DPP, this problem is actually converted into a 0/1 
knapsack problem whose solution can be found in a recursive 
manner. 

IV. EXPERIMENTAL RESULTS 

Two case studies are presented in this section to demonstrate 
the performance and effectiveness of the proposed approach. 
The first case study uses simulated data while the second one is 
based on real data collected for Gaoming District from Foshan 
Power Supply Company. 

A. An Illustrative Example Using Simulated Data 

A polygon area is created with five different shapes of 
convex and concave sub-polygons with a total of 200 loads, as 
shown in Fig. 6, where the red ‘+’ signs show locations of loads. 
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Costs of land of the five sub-polygons are all different from 
each other with the following set of values: 10 million (m), 15 
m, 8 m, 2 m, and 7m, in ascending order of land ID. 

 
Fig. 6 Planning area and load distribution 

Two case studies are conducted: one with GIS and land cost 
neglected and the other with both considered. Using the 
proposed approach, results obtained from the two case studies 
are shown in Fig. 7 and Fig. 8, respectively. As the figures show, 
three substations are planned and loads they supply are in the 
same color. These two figures show both the initial locations of 
substations, their trajectories (in each iteration) and their final 
locations. Darker marks show the final location of the three 
substations. 

Basically it can be seen that locations of substations can be 
very different when geographic information and cost of land are 
considered. For example, the substation which supplies power 
to load in land #2 is originally located in the middle of land #2 
while it moves to the boundary of land no. 2 and no. 5 when 
land prices are considered. With GIS and land price 
information included, the proposed approach significantly 
reduces the investment. 

As the next step, both the construction cost of lines and 
substations are considered. Regarding the construction cost of 
lines, two types of line with four capacity numbers are 
considered as shown in Table I. Assuming a total of 5 
substations are to be built, the results with and without cost of 
land considered are shown in Fig. 9. The trajectories of 
substations at each iteration are also shown in this figure to 
demonstrate evolution of algorithm. 

TABLE I 
 TYPES OF LINE, CORRESPONDING CAPACITIES AND COSTS 

Type of 
Line 

Circuit Capacity 
(MVA) 

Construction Cost 
(Million Dollar) 

I Single-circuit 100 1.47 

I Double-circuit 200 1.76 

II Single-circuit 150 2.21 

II Double-circuit 300 2.64 

 

 

Fig. 7 Location of substations without considering GIS and land price 

 
Fig. 8 Location of substations with GIS and land price considered 

Due to high computational efficiency of the proposed 
approach, fast screening can be achieved with parallel 
computing to examine the total cost as a function of the number 
of substations. The average cost per year (for a total of 20 years) 
as a function of the number of substations is shown in Table II, 
from which it can be concluded that the optimal number of 
substations is 7, which gives the least cost of 11.85 million. 
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TABLE II 
 TOTAL COST AS A FUNCTION OF NUMBER OF SUBSTATIONS 

No. of 
Substations 

Average Investment Cost per Year 
Over 20 Years 

(104 RMB) 
1 1984.2530 

2 1520.7004 

3 1393.6341 

4 1290.3858 

5 1239.1312 

6 1211.1400 

7 1185.5609 

8 1225.8762 

9 1265.2456 

10 1298.5525 

 

B. Results Using Real Data 

In the second case study, real data collected for Gaoming 
District of Foshan in Guangdong are used. Fig. 10 shows 305 
loads, aggregated based on feeders, with X axis showing the 
latitude and Y axis showing the longitude. Loads shown in 
Fig.10 sums up to 414.11MW. 

Five pieces of lands, each with a different cost, are identified 
as shown in Fig. 11. The cost of land, in ascending order of land 
IDs, are 10, 15, 8, 2, and 7 million RMB, respectively. Apply 
the proposed approach to co-optimize the substation locations 
and capacities for both the 35kV and 110kV substations via fast 
screening by varying the number of substations for each voltage 
level. The results are shown in Fig. 12, with the blue bar 
showing the cost for constructing 35kV substations and lines 
and the yellow bar showing the corresponding construction cost 
of the 110kV substations and lines. From Fig. 12 it is identified 
that the optimal number of 35kV substations is 14 while the 
optimal number of 110kV substations is 3. Optimal locations of 
the substations are shown in Fig. 13, where circles are the 

locations of 110kV substations and triangles are the locations of 
35kV substations. 

 

Fig. 10 Scatter plot for loads in Foshan Gaoming District 

 

Fig. 11 Five pieces of land with different costs 

 
Fig. 9 Locations of substations with and without GIS and cost of land considered 
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Fig. 12 Average yearly investment as a function of number of substations 

 

Fig. 13 Locations of substations 

V. CONCLUSION 

This paper presents a novel and highly efficient methodology 
for solving the substation siting and sizing problem based on 
geographic information and semi-supervised learning. The 
proposed approach can optimize the locations, capacities, 
power supply ranges of substations with minimum investment. 
Geographic information and cost of land are taken into 
consideration in DPP so that it is especially useful for highly 
developed urban areas. The proposed approach are is also very 
useful when it comes to cases when there are certain regions the 
planners prefer or want to avoid. 
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